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Abstract

This thesis concerns the topic of routing of aircraft in northern Norway. The purpose of the
thesis was to make a relatively small model that could optimize the routes, when

minimizing the total distance travelled.

The focus of the thesis was on the regional flight routes in the northern part of Norway.
This is a special area when it comes to air transportation, there are long distances, few
people, many small airports and chained trips with two or more legs. The regional air
transport is regulated by PSO, which means that some legs have to be traversed even
though it is not profitable. The focus of the thesis was on 28 airports in northern Norway
and Trgndelag.

Due to the size of the problem, we decided to use a two-phase approach. The first step was
to use the Fisher and Jaikumar algorithm and a model for the General Assignment Problem
to divide the airports into clusters. Each cluster was built around a depot.

The second step was to make routes for each cluster using our modified model for a
Vehicle Routing Problem. The model we made, takes into account the number of landings
at each airport, the maximum duration of a roundtrip, the number of landings per roundtrip

and the arrival and departure time at the depot and airports.

We have tested our model using six different scenarios. The scenarios contain different
number of depots and different depots. The different depots were chosen based on the
geographical location and the size of the airports. We compared the different scenarios

based on the total distance travelled, the total cost and the total travel time.

The scenario that gave us the best solution, have Trondheim, Bodg, Tromsg and Kirkenes
as depots. The depots are evenly spread among the area, and are located in different
regions. The two-phase approach gave a reasonable solution, but in order to use the model

on real life instances more extensions need to be implemented.
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1.0 Introduction

Norway has an unwelcoming nature with mountains, rivers, fjords, glaciers and moors, this
combined with a rough climate make parts of the country less reachable. The topography
results in large distances between settlements. The key factor to connect these remote areas
to the rest of the world is to have a good air transportation network. Without good air
transportation, these large areas would be more or less isolated. Air transport services are
very important and it allows natural and human resources to be used efficiently in the
society (Williams and Brathen 2010).

Air transportation is very important when looking at the beneficial outcome in the society.
“The benefit of high-speed travel mode like air transportation may be reflected in many
ways: industries are better off, income levels are higher, population development is more
favorable and the feeling of being remote is lower than if there are no air service.”
(Williams and Brathen 2010, p. 61).

To ensure coverage of remote airports, the European Union established Public Service
Obligations (PSO). The purpose of the PSO regulations is to ensure a minimum level of air
service to the areas that depend on air transportation when considering the economic

development of the regions.

Northern Norway has a special air transportation network, where many of the routes are
chained air trips with two or more legs and most of the airports are small. These types of
airports are called short take-off and landing (STOL) airports and they have a runway that
is about 800 meters long. The focus in this thesis will be on 28 airports located in northern

Norway and in Trgndelag.

Our supervisor Johan Oppen introduced us to this topic. It was brought to his attention
when Magareforsking was writing a report for the Norwegian Ministry of Transportation and
Communications. The topic of the report was the tendering arrangements for regional

flights in northern Norway (Brathen et al. 2015).



Routing of aircraft is an area that is not much explored when considering the model
building part. Different models have been made, most of these are large and complex,

which makes them difficult to solve.

2.0 Problem description

Today, there is one big actor operating in the aviation market in northern Norway. This
actor is Widerge, they have been operating routes in this area since 1955. Widerge was one
of the actors that were fighting a political battle to make the authorities open a STOL
network in Norway. During the1960s and 1970s the authorities finally decided to establish
small regional airports. The building of the regional airports on Helgeland was the first
step in building a STOL network in Norway (Widerge 2016). The already existing routes
will not be analyzed in this thesis. Instead, we will explore if it is possible to make a
mathematical model that can find the most efficient routes, considering different factors

and objectives.

2.1 The geography and the airports in the north of Norway

As mentioned before, Norway is an elongated country with large distances between
populations, mainly because of obstacles like mountains, rivers, moors and fjords. In the
north there are additional factors that can affect the living conditions, one of these factors
could for example be the extreme winter season with cold weather and few hours of
daylight. These factors can also affect the transportations network in terms of closed roads,

and railways, and bad landing conditions for aircraft.

There are different transportation methods that can be used when travelling in northern
Norway. The options are to go by air, road, railway or sea. The last option might not be
that favorable since it is both very time consuming and weather dependent. To go by road
might be a good option if the distances are short. The Norwegian railway system does not
go further north than Bodg, so this is often not an alternative. Ofotbanen goes between
Narvik and the Swedish border, this will not be included as an alternative since it is not
connected to the rest of the Norwegian railway system. Travelling by air seems to be the

best option, since it is possible to travel large distances in relatively short time.



Only about 11% of the total population in Norway lives in northern part. Still, more than
50% of Avinors airports are located in this region (Store Norske Leksikon 2009).

Svalbard
Mehamn 2

Honningsvag @ .Eerl!}ae?r[as"glord

Hammerfest * % .V o
; () arde

Hasvik @~ ‘. - @ Vadse
@® Ny Alesund S ‘ @ lakselv- ‘@ Kirkenes

/ Tromso. . . Alta
" @ longyearbyen I 'Serkjosen

@ Svea Andoya @
g . @ Bardufoss

@ -
i Bode
o5, 4@ MoiRana
andnessjoen
Sandnessjees .. Mosjoen
Branneysund @

Rorvik ‘@
=" Namsos
Orland %
Kristiansund S ,. ® Trondheim
Molde
Alesund . N

< Raros
- ' Drsta-Volda o
Flore @ @ Sandane
@ Farde
e @ Sogndal
@ Fagernes

Bergen @7

g~ ® Oslo/Gardermoen
Stord Notodden @ Kieller
Haugesund @ [} )
Skien @ .. Ryzge

Stavanger @< 2.
Torp

Kristiansand

Figure 1: Map of all Avinors airports

Figure 1 presents all Avinors airports in Norway (Avinor 2016a). In this thesis, the focus
will be on the airports in northern Norway as well as the airports Trondheim, Rgrvik and
Namsos. Based on the length of the runway, the airports can be divided into three different
categories, those are small airports — where the runway is less than 1000 meters, medium-
sized airports — 1000 to 1799 meters and large airports — longer than 1799 meters. In table

1, we present the airports and their runway lengths.



Small airports Medium airports

Vardg 905 Kirkenes 1605
Vadsg 830 Sandnessjgen 1199
Mehamn 830 Brgnngysund 1199
Leknes 830

Rarvik 830 Large airports

Berlevag 829 Bodg 2794
Mosjgen 829 Evenes 2716
Hammerfest 824 Lakselv 2604
Batsfjord 810 Andenes 2468
Mo i Rana 801 Trondheim 2446
Honningsvag 800 Tromsg 2003
Narvik 800 Bardufoss 1970
Hasvik 799 Alta 1907
Storslett/Sgrkjosen 799

Stokmarknes 799

Namsos 798

Svolvaer 776

Table 1: Airports and their runway lengths

(Avinor 2016a)

2.2 PSO - Public service regulations
In order to enable governments to maintain essential air services, Article 16, 17 and
18 of Regulation (EEC) No. 1008/2008 define a system of public service
obligations (PSOs) which can impose on carriers operating on designated routes. In
essence, the legislation allows Member States to impose a public service
obligations in respect of scheduling air service between any airport in the
Community and an airport serving a peripheral or development region within its
territory or on a thin route to any airport in its territory considered vital for the
economic and social development of the region served by the airport. If no airline
is willing to provide a service under the conditions imposed, the government may
restrict access to the route to a single carrier and award financial compensation to

the carrier in return for compliance with the PSO. (Williams 2010,p. 99)

Looking at the list of Public Service Obligations provided by the European Commission in
December 2015, Norway is the country with the largest number of PSO routes (51),
followed by France (45) (European Commission 2015). One of the reasons why Norway
has so many PSO routes is because of the large distances and the relatively small number
of people living in the districts. The small number of people living there results in low
revenue for the airlines and makes the routes unprofitable in the free market. The

Norwegian Ministry of Transport and Communications carries out the PSO tendering



process. Before the PSO tendering process is carried out, the Ministry sends out an
“Invitation to tender”. This document consists of obligations applied to the individual
routes, which says something about the minimum frequencies, seating capacity, routing

and the timetables.

2.2.1 PSO routes in northern Norway

The Ministry tenders the PSO routes out for a period of about 4 years each time. The PSO
routes in northern Norway were last out for tendering in 2012, and this agreement lasts
until 2017. Below we see an overview over the routes that were included in the PSO

tendering process in 2012 (Northern Norway) and 2013 (Finmark and North-Troms).

Northern Norway:
1. Lakselv—Tromsg v.v.
Andenes — Bodg v.v.
Svolveer — Bodg v.v.
Leknes — Bodg v.v.
Narvik (Framnes) — Bodg v.v.
Bragnngysund — Bodg v.v., Brgnngysund — Trondheim v.v.
Sandnessjgen — Bodg v.v., Sandnessjgen — Trondheim v.v.

© N o o B~ DN

Mo i Rana — Bodg v.v., Mo i Rana — Trondheim v.v.
9. Namsos — Trondheim v.v., Rgrvik — Trondheim v.v.

(The Ministry of Transport and Communications 2012a)

Finnmark and North-Troms:
1. Routes between Kirkenes, Vadsg, Vardg, Batsfjord, Berlevag, Mehamn,
Honningsvag, Hammerfest and Alta.
2. Hasvik — Tromsg v.v., Hasvik — Hammerfest v.v., Sgrkjosen — Tromsg v.v.”

(The Ministry of Transport and Communications 2012b)



Examples of obligations applying to the route Lakselv — Tromsg:

Weekdays (Mon-Fri) Weekends (Sat-Sun)
Frequencies Min. 3 daily return services Min. 3 return services combined
Seating 690 seats in both direction 135 seats in both directions
capacity
Routing In both directions at least 2 of the required daily In both directions, at least 2 of

services should be non-stop the required services combined

shall be non-stop.

Timetables First arrival Tromsg no later than 08.30.

Last departure from Tromsg no earlier than 19.30.

First departure from Tromsg should be no later

than 11.30.

Last departure from Lakselv no earlier than 17.00
Aircraft Minimum 30 seats

Table 2: PSO applying to the route Lakselv — Tromsg

These obligations apply throughout the year. There are different requirements for each

route included in the tendering process.

2.3 Laws and regulations concerning air traffic
When conducting a flight plan, many law and regulations should be followed.
Presented below are the regulation we consider most important for our problem:

e Home base — Each aircraft needs to have a permanent home.

e Flight duty period (FDP) — this is the time during which a person operates in the
aircraft as a member of its crew. For a flight that starts between 17.00 and 05.00 the
maximum flight duty period is 10 hours, for short-haul flights starting between
06.00 and 13.29 the maximum duration is 13 hours. In some cases the FDP can be
maximum 14 hours, this is only if the flights starts between 07.00 and 13.29 and
the resting period before and after the flight is extended (EASA European Aviation
Safety Agency 2016b). Between 13.30 and 16.59 the maximum duration decreases
15 minutes for each half hour, starting at 12 hours and 45 minutes at 13.30 and
ending at 11 hours and 15 minutes at 16.59 (EASA European Aviation Safety
Agency 2016a).



There are also regulations regarding maintenance on the aircraft. There are two types of
maintenance:

- Ongoing maintenance, a regular inspection and correction of minor errors.

- Heavier maintenance that occurs in regular intervals, this could be based on

number of landings, flight time or a specific number of weeks, months, etc..

2.4 What we want to achieve with our research

During our research, we want to make a model that will give us a reasonable and feasible
solution. The goal is to make the model such as it takes into account all the deterministic
factors, like the PSO regulations and the laws and regulations concerning air traffic. We
will use different objectives like minimizing total distance, total cost and total travel time
when testing our model. In addition, will we analyze the different routes given by the

different objectives and try to combine the solutions into one optimal route.

2.5 Research questions
The questions we want to answer throughout the work on this thesis will be presented in

this section.

2.5.1 Main research questions
1: s it possible to make a model that is solvable in reasonable time and also gives a

feasible solution?

2:  What is the best combination of routes?

2.5.2 Sub-questions

1.1:  What research has been done in this area?

1.2: Isthe solution possible to implement in real life?

1.3:  What happens to the computation time when we add one more airport?

1.4:  How many variables and constraints can the model contain, and still be solvable?

1.5:  Can we combine different existing models to make one that fits our problem?

2.1:  Which combination of clusters gives the best solution?

2.2:  Are the PSO regulations and the laws considered in these routes?



3.0 Literature review

The relevant theory and literature for our thesis will be presented in this chapter.
This includes the Vehicle Routing Problem, exact solution methods, heuristics and
previously work in the field of VRP and aircraft routing. The VRP is a well-covered topic,

the more specific problem of aircraft routing is less researched.

3.1 VRP

The Vehicle Routing Problem (VRP) is a combinatorial optimization and integer
programming problem that seeks to service a number of customers with a fleet of vehicles.
The main goal of the VRP is to find a set of routes at a minimum cost (time, travel
distance, number of trucks, etc.), beginning and ending in the same node, and at the same
time fulfilling the demands of all the nodes. The vehicles have a limited capacity and each
node can only be visited once. Laporte defined VRP as the problem of “designing least-
cost delivery routes from a depot to a set of geographically scattered customers, subject to
side constraints” (Laporte 2009, p. 408).

Dantzig and Ramser first introduced the VRP in the article “The Truck Dispatching
Problem” from 1959. In the paper, they dealt with the problem of finding the optimum
routes for a fleet of gasoline delivery trucks, between a depot and a number of stations.
They tried to find a method for assigning stations to trucks, such that the demand is
fulfilled and the total distance travelled is minimized. In this article they formulated the
problem as a generalization of the “Travelling-Salesman Problem” (Dantzig and Ramser
1959).

Figure 2 shows an example of a typical input for a VRP. In this example there are 16
customers represented by the blue points and one depot in the middle. Figure 3 shows one

of the possible solutions for the instance in figure 2.



Figure 2:An instance of a VRP Figure 3: Feasible solution of a VRP
instance

3.11 TSP

The “Travelling Salesman Problem” is defined as the problem of “finding a route of a
salesman who starts from a home location, visits a prescribed set of cities and returns to
the original location in such a way that the total distance travelled is minimum and each
city is visited exactly once” (Gutin and Punnen 2007, p. 1). The TSP is a hard
combinatorial optimization problem, but an optimal solution can be found for problems
with up to several thousand of nodes. The VVRP is a much harder problem.

The TSP can be visualized using a complete graph G, which can be directed or undirected.
Each edge has a cost associated with it. The objective of the TSP is to find a tour
(Hamiltonian cycle) in G, such that the cost is minimized (the sum of costs of all edges in
the tour). A Hamiltonian cycle is a route that visits each node exactly once (Gutin and
Punnen 2007).

3.1.2 The basic VRP

The basic version of the VRP is the capacitated VRP (CVRP). Here, all the customers
correspond to deliveries. The demand from the customers is deterministic, which means
that it is known in advance. In addition, the demand cannot be split. There is a set of
identical vehicles with a given capacity, and one depot from where the vehicles depart and
arrive. The objective of the CVRP is to minimize the total cost, while serving all the
customers (Toth and Vigo 2002).



The CVRP is defined on a complete graph G = (V, A) where V = {0,..,n} is a set of
nodes and A is the arc set. The vertices i = 1,..,n correspond to the customers. Node 0
represents the depot. The node (n + 1) can also represent the depot. There is a travel
cost, c;, associated with each arc (i, j) € A, which is the cost of travelling from node i to

node j. It is not allowed to use loop arcs, (i,i) (Toth and Vigo 2002).

The CVRP can be asymmetric or symmetric. When the cost matrix is asymmetric, it means
that the cost of travelling between two nodes i and j is different based on which direction
you travel. This problem is called the asymmetric CVRP (ACVRP). In the symmetric
version (SCVRP), the cost matrix is symmetric ¢;; = c;; forall(i, ;) € A (Toth and Vigo

2002).

The customers have a nonnegative demand, d;, that should be delivered. The depot does
not have a demand. At the depot, a set of K vehicles are available to serve the customers.
Each vehicle has a given capacity C. To ensure that the problem is feasible, the demand
from any customer should be less than the vehicle's capacity. A vehicle can only drive one
route. The minimum number of vehicles needed to serve the customer set S is denoted by
r(S) (Toth and Vigo 2002).

The CVRP aims to find a set of exactly K routes with a minimum cost (sum of the costs of
all arcs included in the route). These routes have to satisfy the constraints such that each
route visits the depot, each customer are visited by exactly one route and the sum of the
demand from the customers visited on a route does not exceed the vehicle's capacity (Toth
and Vigo 2002).

Next, the basic model for the VRP will be presented.

Objective function

minZZcU* Xij 1)

i€V jev
Subject to
Z Xy =1 vj e V\{0}, 2)
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Z X; =1 vi € V\{0} (3)

wa = K @
§X° i=K ©)
ji Z Xy > 7(S) VS € V\{0},S # @ (6)
;j jees{o,n V(i,j)eV (7

This model is a two-index vehicle flow formulation; the binary variable X is used to
indicate which arcs that are travelled in the optimal solution. The objective of the model is
to minimize total cost of the routes. Constraint (2) says that exactly one arc has to enter
each node j, and constraint (3) ensures that exactly one arc has to leave each node i.
Constraints (4) ensures that the number of arcs into the depot is equal to the number of
vehicles, and constraint (5) ensures that the number of arcs out from the depot should be
equal to the number of vehicles. Constraint (6) is a capacity cut constraint that imposes
both the vehicle capacity requirement and the connectivity of the solution. The variables
domain are given in constraint (7) (Toth and Vigo 2002. P. 12).

3.1.3 VRP Extensions

There exist several variants of the VRP. One extension is where the number of available
vehicles is higher than the minimum number of vehicles needed. In this case, it is normal
that each vehicle has a cost associated with using it and a new constraint will be to
minimize the number of routes driven. Another version will be when the vehicles have
different capacities (Toth and Vigo 2002).

11



VRP

VRP with
DVPR VRPTW VRPPD VRPB multiple
depots

Figure 4: Shows the VRP extensions mentioned in this thesis

The version Distance-Constrained VRP (DVRP) is when the capacity constraint is
replaced by a maximum length or time constraint. Each arc is associated with a
nonnegative length. The total length of a route cannot exceed the maximum length of a
trip. When the length of an arc is given in travel time, a service time at each customer may
be given (number of time periods the vehicle must stop at the customer). The objective is
to minimize the total length or duration of the routes, when service time is included (Toth
and Vigo 2002).

In the VRP with Time Windows (VRPTW) each customer has a time window, which
decides when the service at the customer should start and end. The travel time for each arc
and the service time at each customer is also given. If the vehicle arrives at the customer
before the time window opens, it must wait before starting the service. The VRPTW aims
to find a set of routes that minimizes the total costs, and satisfy the constraints such that
each route visits the depot, each customer is visited by exactly one route, the demand on
the route does not exceed the vehicle's capacity and each customer is served within their
time window (Toth and Vigo 2002).

The VRP with Backhauls (VRPB) is an extension of the CVRP. Here, the customers are
divided into two subsets, linehaul and backhaul customers. With linehaul customers the
delivery demand is higher than the pickup demand, for backhaul customers it is

opposite. In VRPB, there is a precedence constraint between the customers; all linehaul
customers have to be served before backhaul customers on a route. In the VRPB, the aim
is to find a set of routes, with a minimum cost, that will satisfy a number of constraints.

Each route visits the depot, each customer is visited by one route, the total demand of the

12



customers on the route does not exceed the capacity of the vehicle and in each route, the
linehaul customers are served before the backhaul customers. Routes that contain only

backhaul customers are not allowed. (Toth and Vigo 2002).

In VRP with Pickup and Delivery (VRPPD), each customer has both a pickup and
delivery demand (d and p). The demand can sometimes be presented with only one
quantity, the net demand (positive or negative). In the VRPPD, it is assumed that delivery
is performed before the pickup. The load before arriving at a customer is calculated as the
starting load from the depot minus all delivered demand plus all that is picked up from the
customers already visited. The aim of the VRPPD is to find a set of routes, that minimizes
the total cost and satisfies the constraints. Each route has to visit the depot, each customer
is visited by only one route and the load along the route can neither be negative nor exceed
the capacity of the vehicle (Toth and Vigo 2002).

In VRP with multiple depots, there are multiple depots where the vehicles can be
scheduled to leave from.

3.2 Exact solution methods

The next chapter is going to present the exact methods that can be used to solve our
problem. Exact methods in general are not able to find the optimal solution in reasonable
time for problems with more than 50 customers (Oppen and Lgkketangen 2006). The
disadvantages of using an exact method is that it usually have long computation time, on
the other hand these methods always give a globally optimal solution. The most used exact
methods are branch-and-bound and the branch-and-cut algorithms.

3.2.1 Branch-and-Bound

The Branch-and-Bound algorithm is defined in (Winston 2003) as a method which
implicitly enumerates all possible solutions to an integer problem. By solving a sub
problem, many possible solutions may be eliminated from consideration. Branch-and-

bound is also well described in (Laporte 2009).
3.2.2 Cutting plane

The Cutting plane method starts with finding a solution to a linear problem. If the solution

to the problem is fractional, it can be solved by creating a set of constraints that can cut off
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the fractional solution. The new solution is optimal if it is integer. If the solution is not
integer, then continue to add new constraints until an integer solution is found (Toth and
Vigo 2002).

3.2.3 Branch-and-cut

The Branch-and-Cut algorithm is presented in (Mitchell 2002) as a method that guarantees
optimality. The algorithm is a combination of a cutting plane method and a branch-and-
bound algorithm. The algorithm consists of solving the linear relaxation to get an integral
solution, and then proceeds with a classical branch-and-bound method (Toth and Vigo
2002).

3.3 Heuristics

A heuristic is a method for solving a problem. This method can give a good solution faster
than the exact methods. However, it does not give any guarantee for finding the optimal
solution. The heuristics used for the VRP problem can be classified into two main classes,
these are classical heuristics which was developed between year 1960 and 1970 and

metaheuristics (modern heuristics) (Toth and Vigo 2002).

3.3.1 Classical heuristics

The classical heuristics produce typically good solutions within relatively short
computation time. This is when performing a relatively limited exploration of the search
space. Classical heuristics can be divided into three different categories; constructive
heuristics, improvement heuristics and two-phase heuristics. The constructive heuristics
keep an eye on the solution cost when gradually building a feasible solution. An example
of a constructive heuristic is Clark and Wright algorithm (savings algorithm), this is one of
the best known heuristics for the VRP (Toth and Vigo 2002). Improvement heuristics for
the VRP use search mechanism to try to improve a feasible solution, this can be done on a
single-route or on a multiroute (Toth and Vigo 2002). Two-phase heuristics is a
combination of finding a solution in two different phases, clustering and routing. Some of
the algorithms are Fisher and Jaikumar algorithm (which will be explained in more detail

below) and Christifides, Mingozzi and Toth algorithm.
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Fisher and Jaikumar algorithm

Fisher and Jaikumar presented the cluster-first, route-second heuristic in 1981 (Fisher and
Jaikumar 1981). The Fisher and Jaikumar heuristic will always find a feasible solution if
one exists. It is also easy to adapt the heuristic to handle additional problems like multiple
depots, multiple time periods, capacity constraints and constraints on duration of the
routes. The solution quality outperforms heuristics like Clark and Wright and Christofides.
In tests done by Fisher and Jaikumar, their heuristic found the best solution in 9 out of 12
problems, and on average it provided the best solution value. (Fisher and Jaikumar 1981).

The heuristic consists of two parts, the first part is to locate the seeds and construct clusters
around them. This is done in order to minimize the distance between the customers and the
seeds and at the same time it has to satisfy the capacity constraint. The second part is to
use the TSP to determine a route for each cluster (Laporte 2009). Fisher and Jaikumar

solve a Generalized Assignment Problem (GPA) to form the clusters.

A seed is a specific customer node that needs to be visited by a specific vehicle. There will
be the same number of seed nodes as vehicles. The seed nodes can be chosen randomly,
but to get a good solution, some sense should be used when deciding the nodes. This can
be done by selecting nodes that probably not would be served by the same vehicle in the
optimal solution. That could be nodes located geographically far from each other, or nodes
that have large demands, so that it would violate the capacity if they were served by the

same vehicle.

The steps of the algorithm are:
Step 1: The seed selection. Choose seed vertices j, € V to initialize each cluster k.

Step 2: Allocation of customers to seeds. Compute the cost dik of allocating each customer
i to each cluster k as d;;, = min {Coi +cij, + €0 Cojie + it Cio} - (cojk + Cjko)-

Step 3: Generalized assignment. Solve a GAP with costs djj, customer weights gi, and
vehicle capacity Q.

Step 4: TSP solution. Solve a TSP for each cluster corresponding to the GAP solution.
(Toth and Vigo 2002, p.117).

15



The Generalized Assignment Problem

Let n be the number of tasks to assign to m agents and define N={1,2,...,n} and
M={1,2,...,m}. The parameter c;; is the cost of assigning task j to agent i.
The parameter rijis the amount of resource required for task j by agent i. Let b; be the

resource units available to agent i.

The decision variable, Xj;, is equal to one if task j is assigned to agent i.

minichj - Xij (@)

i=1 j=1
St
n
ZT‘U'XUS bi VieM (9)
j=1

i VjEN (10)
i=1
Xij=00r 1, VieM,j EN (11)

The main objective (8) is to minimize the total cost of the assignment. Constraint (9)
enforces resource limitation and constraint (10) ensures that each agent gets exactly one

task. The variables domain are displayed in constraint (11) (Nauss 2006 ).

3.3.2 Metaheuristics

Metaheuristics can be seen as a natural improvement of the classical heuristics, they
perform a deep exploration of the most promising regions of the solution space. The
quality of the solution is higher when using metaheuristics, at the same time the
computation time increase (Toth and Vigo 2002). Metaheuristics can be divided into local
search, population search and learning mechanisms. Tabu search and simulated annealing
are local search algorithms. These algorithms start the search from an initial solution and
move to another solution in the neighborhood (Laporte 2009). Population search, like

Genetic algorithms, mimics the process of the natural selection (Toth and Vigo 2002).
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3.4 Aircraft routing
In this section of the paper, some of the articles that are written on the subject of aircraft
routing will be presented.

In an article written by Desaulniers et al. (1997), the authors consider the daily aircraft
routing and scheduling problem (DARSP). The objective is to maximize the profit derived
from the aircraft of a heterogeneous fleet when determining daily schedules. In this article
they use two different models; in the first they define a binary variable for each possible
schedule for an aircraft type giving rise to a large Set Partitioning-type problem. In the
second model they present a binary variable representing the possible connection between
two flight legs performed by a particular aircraft. This is a time constrained
multicommodity network flow formulation. Both models are integer-programming models
and they are solved by branch-and-bound. They use this definition of DARSP: “Given a
heterogeneous aircraft fleet, a set of operational flight legs over a one-day horizon,
departure time windows, duration and costs/revenues according to the aircraft type for
each flight leg, find a fleet schedule that maximizes profits and satisfies certain additional

constraints.” (Desaulniers et al. 1997, p. 842).

Pita, Adler and Antunes (2014) present a socially oriented flight scheduling and fleet
assignment optimization model (SFSFA). The objective function is to minimize the total
social costs. The aim of the paper is to assist “the public authorities in the design of
subsidized air transport network, with specific analysis of the requirements such network
should meet with respect to the level of service offered to passengers” (Pita, Adler, and
Antunes 2014,17). They analyze the different results obtained from the model from the
perspectives of passengers, airline, airport and government to compare the service levels
and the funding. The model considers airport cost and revenues, travel time, passenger
demand and social welfare. They also consider the PSO requirements. Their main research
question is: “How should an air transport network that is operated as a monopolistic
public service be organized such that network costs are minimized?” (Pita, Adler, and
Antunes 2014,18). The SFSFA-model is used on a single day that is divided into time-
periods, and on routes with up to two intermediate stops. The authors have used their
model on the PSO network in Norway (Pita, Adler, and Antunes 2014).
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3.5 Other relevant articles

In an article written by Daniel Karapetyan and Abraham P. Punnen (2013) , the authors
present an integer programming model for the ferry scheduling problem (FSP). The aim of
the FSP is to find a route and a schedule for the ferries, so that the demand at the ferry
ports is satisfied, while minimizing operations cost and passenger dissatisfaction. In the
model, they are given a set of ports, a set of ferries and a planning horizon. In their model,
they also include new constraints such as passenger transfers, crew scheduling and
loading/unloading. They were able to make a model that gives a good solution in 12 hours,
when using CPLEX 12.4 (Karapetyan and Punnen 2013).

In a report conducted by Mgareforskning about the tendering arrangements in northern
Norway, there is also a part about modeling (Brathen et al. 2015). This part was called “A
mathematical model for planning of aviation routes” and is written by Johan Oppen. The
model that is presented is based on an extension of the Vehicle Routing Problem, where
they take into consideration factors like cost, time and capacity related to the aircraft and
the flight. The objective function is to minimize the total cost, this includes the sum of

variable costs for all legs flown and the fixed cost for using the aircraft.
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4.0 Analysis

Before building the model, it is important to get an overview over all the factors that can
affect a flight. The factors we consider as relevant for our problem will be analyzed in this

chapter.

4.1 Modeling choices and assumptions

This section will present the choices and assumptions taken in this thesis. Routing of
aircraft is a complex problem, and the routes can be influenced by many factors. To make
the problem easier to handle, all these factors needs to be evaluated and the problem needs
to be limited.

4.1.1 Uncertainty

The weather, human errors and mechanical errors are all different types of uncertainty. A
flight can be affected by any of these, some more often than others. The weather is a big
uncertainty factor, especially in northern Norway where the weather often changes. Snow,
wind and freezing temperatures can all delay a planned flight. We have only mentioned
some of the uncertainty factors, the reason is that we will not include any of these in our
model. If the uncertainty were to be included in the model, both the computation time and
the complexity would increase. That is why the model in this thesis are going to be

deterministic.

4.1.2 Planning horizon

The planning horizon is set to be one day, and it is assumed that the routes are the same for
each day. More specific, the planning horizon is going to be between 05:00 and 24:00. The
reason for choosing this horizon is that most of the flights happen during these hours. In
addition, limiting the planning horizon will make the problem easier to handle.

This means that an aircraft cannot leave the depot before 05:00 in the morning, and it has

to be back at the depot before 24:00 in the evening.
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4.1.3 Airports

We wanted to explore how our model would handle routes with multiple short legs. Since
most of the chained air trips in Norway are carried out in the northern parts, this will be the
focus area of this thesis. The area consists of 28 airports, which includes three airports in
Trendelag. In addition, are some of the smallest airports excluded, this is because they

usually only handle helicopter traffic. Table 3 shows the airports included in this thesis.

The depots are where the aircraft will stay overnight and where the maintenance will
happen. The depots are chosen based on size and location of the airports. Why and how the

specific depots are chosen will be explained in more detail in chapter 6.2.

Trondheim TRD [Stokmarknes {SKN Lakselv LKL
Namsos OSY  [Narvik NVK |Honningsvag (HVG
Rervik RVK [Evenes EVE Mehamn MEH
Brgnngysund {BNN [Andenes ANX |Berlevag BVG
Mosjgen MIJF  |Bardufoss BDU [Batsfjord BJF
Sandnessjgen {SSJ Tromsg TOS |Vardg VAW
Mo i Rana MQN |Storslett S0J Vadsg VDS
Bodg BOO |Alta ALF Kirkenes KKN
Leknes LKN  |Hasvik HAA

Svolveaer SVl Hammerfest |HFT

Table 3: List of airports

4.1.4 Aircraft

There will be a number of available aircraft, and the model will decide how many aircraft
to use to cover the visit frequency. The size of the aircraft is not important since the visit
frequency is used instead of the passengers demand.

4.1.5 Visit frequency

Visit frequency will be used instead of passenger demand. The visit frequency is the
number of landings on a specific airport during the time horizon, and this frequency will
be based on the size of the airports. The visit frequency does not take into consideration

where the passengers are travelling to and from.

416 Cost
The fixed and variable cost will be considered in this thesis. The variable costs are the cost

of flying, only the fuel costs will be included here. In addition, there are costs of using an
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airport and the services that the airport provides. Those are included in the fixed costs. The
fixed cost of using an airport consist of: take-off charge, terminal fee, air navigation fee,
passenger and security charges (Avinor 2016b). These costs are fees that the airlines have
to pay to Avinor, when using an airport owned by Avinor. The Norwegian Ministry of

Transport and Communications regulates these fees.

4.1.7 Roundtrips

The aircraft will have a maximum number of times they can fly out of the depot to service
a route. This is implemented to allow an aircraft to fly more than one roundtrip. Each of
the roundtrips have a time limit of 32 time periods, which is equal to 8 hours. The reason
for choosing this number was that the flight duty period for short haul flights are maximum
10 hours. Because our maximum time for a roundtrip does not include the time the aircraft
is on the ground between flights, it is calculated some slack into the time limit. Based on
this, we have chosen to limit the number of roundtrips per aircraft to a maximum of three
trips per time horizon. If an aircraft flies the maximum duration of a roundtrip, it only has
time to travel two roundtrips. The possibility that an aircraft uses 32 time periods on a
roundtrip is small, as it will be a limit on how many airports an aircraft can visit during a

roundtrip.

4.2 Parameters
The parameters that will be used in the model will be presented in this section. The
parameters will be described in more detail later in this thesis.
As mentioned before all our parameters are deterministic.

« Visit frequency

o Distance

e Travel time

e Time periods

e Number of roundtrips

e A big number

e Service time at the depot

e Maximum time of one roundtrip

e Maximum number of landings per roundtrip
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5.0 Model

In this chapter the model will be presented and explained in detail. It is used a two-phased
approach to solve the problem. The reason for this is that it is difficult to make a model

that uses exact methods when handling a multiple-depot VRP with 28 airports.

In the first phase it will be used an algorithm to divided the airports into different clusters.
Each cluster will have a depot. The second phase will be to make routes for the clusters,

this will be done by using our modified model for the VRP.

5.1 First phase mathematical formulation

The first phase will present the method used to divide the airports into different clusters.

To make clusters out of the airports, the algorithm by Fisher and Jaikumar is used. In this
thesis the objective of this algorithm is to minimize the total distance travelled between the
depot and the airports. Another possibility would be to minimize the travel time or the
cost. The goal of the clustering model is to connect the airports to the depots.

The first step is to choose seed-nodes, one for each cluster. The next step is to calculate the
added distance when connecting the airports to the seed nodes. The model described in
5.5.1 will be used to minimize the added distance and find the clusters. This model is
based on the model for the generalized assignment problem, presented in 3.3. When the
clusters are found, the VRP model presented in 5.2 will be used to make the routes for

each of the clusters.

The Fisher and Jaikumar heuristic is originally meant for problems with one visit to each
customer, but it is possible to use in a problem that allows multiple visits to a customer on
a route. The GAP will connect each node to a seed node and the model for the VRP will

determine the routes and the number of visits.
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511 F&J model
Let N be a set of nodes and P a set of aircraft. The parameter ad,,, is the added distance of

connecting node i to aircraft p. The binary variable Y;, is equal to 1 if node i is connected

to aircraft p.

In order to calculate the added distance from each depot, we used a version of the
calculation presented in 3.3. The formula presented in the theory can be written as ad;, =
Cij, + Cio — Coj,- In our specific problem, the seed nodes also are the depots, so we can
change the formula to ad;, = 2  ¢;;, . That means the added distance of connecting an
airport to a depot is the distance from the depot to the airport and back. This way, we

ensure that all airports will be connected to the nearest depot.

min > > ady, - Yy, (12)

iEN PeP
St.
ZYiP:l i€1..N (13)
pPEP
Y, € {0,1} i€1..N,p €P (14)

The main objective (12) is to minimize the total added distance. Constraint (13) ensures
that each node is linked together with only one aircraft. The variables domain are
displayed in constraint (14).

5.2 Second phase mathematical formulation
In this part, the mathematical model for the modified VRP will be presented. The notation
used in the model will be presented first, then the model and the constraints, and at last the

different extensions.

Notation:

Let A be a set of airports, and P be a set of aircraft. As mentioned before, we only use one
aircraft size. In addition, all the aircraft needs to have a “home-base” that they operate
from. We have decided that the depot should be the base.
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Let V¥ =0,1,..., N be a set of nodes, where 0 € IV is the depot and N € IV is the copy of
the depot. Let ARC be the set of arcs (i,j) € ARC, which represents all the arcs in the

network. The distance is given by d;; and the flying time is tt;;.

Let T be the time periods, each time period is equal to 15 minutes and there are 76 time
periods. Each aircraft have to stay at an airport for one period between arrival and
departure. Let R be the number of roundtrips. When the aircraft has finished one roundtrip
it has to stay at least a given number of time periods sd in the depot before it leaves for the

next roundtrip.

The parameter Tmax gives the travel time between the two nodes that are located furthest
apart from each other. This parameter is used to make sure that the routes end before the
time horizon is over. We have the parameter vf; , which is the visit frequency for airport j.

The parameter M represents a large number.

Let | be the maximum number of landings during one roundtrip. The maximum number of

allowed landings at each airport for each aircraft per roundtrip is represented by la.

We have decided to operate with two types of binary routing variables. X; ., is equal to 1

if aircraft p leaves airport i to go to airport j in time period t on roundtrip r, O otherwise.
Yijper Will take the value 1 if aircraft p arrives at airport j from airport i in time period t on

roundtrip r, O otherwise.
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Sets:
N set of nodes
A set of airports
P set of aircraft
ARC set of arcs (i,j) € ARC,i € N \{N},j € NM\{0}
Parameters:
T Number of time periods
R Number of roundtrips
Tmax The longest travel time between the nodes
M Big number
Rmax Maximum duration of the route in time periods
Vi Visit frequency for node j JEA
dij Distance from node i to node j IEN,JEN
ttij Travel time from node i to node j IEN,JEN
sd Service time at the depot in time periods
| The maximum allowed number of landings during one roundtrip
la The maximum allowed number of landings at each airport for each aircraft on
each roundtrip
Decision variables:
Xijper | Lifaircraft p leaves airport i in time period t to go to airport j on roundtrip r, 0
otherwise (i,j) € ARC,p e P,r € 1..R,t € 1..T
Yijper 1 if aircraft p arrives at airport j in time period t from airport i on roundtrip r,
0 otherwise (i,j) € ARC,p e P,r€1..R,t € 1..T

Table 4: Notation - sets, parameters and variables
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Mathematical model:

min Z ZZZXUPW* dij

(i,J))EARC pe® t=1r=

z ZXOthr = lekptr

(0,/))EARC t=
T T
> Y o= DY K
(0,j)EARC t=1 (i,6)EARC t=1
T T
2, 2 Yiwer = 2, ) Ko
iEN t=1 keEN t=1

T

Z z Xijptr 2 Vfj

(i,J))EARC pe® t=171=

T T
z z Xintr = z z Xint(r+1)

t=1i€A t=11i€A

T
Zxojptr <1

(0,/))EARC t=1

Xijptr = Yljp(t+ttl])r

z Xijptr = Z Xjkp(t+1)r

IEN KEN

t+ Xl]ptr * ttij <T
T
Z Xijper =0
t=T-Tmax

peP,rel..R(i,k) € ARC

peEP,rel..R

JEApEP,rel..R

jEA

peEP,rel.R—-1

rel.R,peP

(i,j) € ARC,p e P,

tel..T —Tmax,vr € 1..R

jeApeEPtel. T—1reR

(i,j) €EARC,p € P,t € 1..T,

rel..R

(i,j) e ARC,p e P,r € 1..R

(15)

(16)

17

(18)

(19)

(20)

(21)

(22)

(23)

(24)

(25)
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T
M=|1- Z z Xojpu(r+1)

JEA u=1

T
tel. T,peP,rel.R—-1 26
+ szojpu(r+1)*u p ( )
JEA u=1

> Y Vigper * (¢ +5)

iEA
Xijper € {0,1} (i,j) € ARC (27)

Yijptr € {0:1} (i:j) € ARC (28)

5.2.1 Model description
The objective function (15) is to minimize the total distance travelled for all aircraft during

the time horizon.

Constraint (16) says that in order to leave node i, the aircraft has to start the trip by leaving
the depot and go to some node j. Constraint (17) is a continuity constraint for the depot.
The constraint ensures that the number of aircraft leaving the depot is equal to the number
of aircraft arriving at the depot at the end of a roundtrip. Continuity constraint (18) make
sure that the number of aircraft arriving at a node is the same number as aircraft leaving
that exact node. It ensures balance for all nodes, aircraft and roundtrips. Constraint (19)
says that the number of visits at an airport should be larger or equal to the required visit

frequency.

Constraint (20) is implemented to ensure the right order of the roundtrips, which says that
if the aircraft are to fly roundtrip two, then roundtrip one have to be flown first. Constraint
(21) prevents the same aircraft from leaving the depot more than one time during each

roundtrip.
Constraints (22) and (23) connects the two types of binary routing variables. Constraint

(22) ensures that if the aircraft leaves node i then it has to arrive at node j a given number

of time periods after leaving node i. Constraint (23) make sure that if an aircraft arrives at
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an airport, the same aircraft has to leave that airport one time period later. Constraint (24)

is a time constraint, ensuring that no arcs are travelled after the time horizon is over.

Constraint (25) says that no aircraft can travel on any of the arcs (i,j) during the last time
periods. When saying that the time for starting the last leg cannot be after T-Tmax, the
constraint makes sure that the last leg travelled will end before the time period is over.
Tmax is the longest travel time between two airports in each cluster. This means that the
legs with shorter travel time could have flown later than T-Tmax, and the aircraft would

still have made it back to the depot before the end of the time horizon.

Constraint (26) is a “Big M”-constraint, the main goal is to ensure that the time of the
roundtrips are correct. The constraint says that the time of departure for the next roundtrip

should be later than the time of arrival included the service time at the depot.

The variables domain are given in constraints (27) and (28).

5.2.2 Extensions

This part will describe the different extensions of the model.

The first extension is a time-constraint.

T
Z ZXijpt * tt;; < Rmax p€P,r€1..R (29)
(i,))EARC t=1

Constraint (29) ensures that the active flight time does not exceed a given number of time
periods. The active flight time is the time the aircraft is in the air. In the first chapter we
presented the different regulations concerning the flight duty period (FDP), we included

this constraint to make the model more realistic.

Xijptr < la peEP,rel..RjEA (30)
t=1 (i,j)EARC

This constraint (30) ensures that during one roundtrip, the aircraft can only land a given

number of times at each airport.
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Z ZZX”W Z ZZY‘JW— tel..T,jEA (31)

(i,j))EARC peP r= (i,j)EARC peP r=

Constraint (31) ensures that no aircraft lands and take off in the same time period at the

same airport.

DD RTITD ) @

(0,j)EARC peP r= (i,N) pePr=

Constraint (32) ensures that no aircraft lands and take off at the depot in the same time

period.

T
Z Z Xijper < pEP,rEL.R (33)

t=1 (i,j))€EARC

This constraint (33) limits the total number of landings for each aircraft on each roundtrip.

Z Z szlw— jeA (34)

=1 (i,j/)€EARC peP r=
Constraint (34) ensures that at least one aircraft leaves each airport before 10:00 in the

morning (which is equal to time period 20).

> Z Xijper 2 jea (35)

t=48 (i,j )EARC pEP 1=
Constraint (35) ensures that there is at least one aircraft leaving each airport after 17:00 in

the afternoon (equal to time period 48).

5.3 Data collection

The data used in this thesis is secondary data collected from different sources. This section
will present the data that will be used when solving the model. The data presented is based
on the factors we analyzed earlier in the thesis. The data consists of visit frequency,
service time, costs, geographical distance, and the time it takes to travel between two

particular airports.
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5.3.1 Distances

The distances between the airports are based on a direct line measured in kilometers.
The data was collected from a website called Distance24. This website gave the direct
distance between all the airports included in the thesis (Distance24 2016). Table 5 show

the distance used when testing the model.

Distance

Trondheim
Namsos
Rervik
Brgnngysund
Mosjgen
Sandnessjgen

O b WN

Table 5: Distance data used when testing the first model

The overview over the rest of the distances can be found in Appendix A.

5.3.2 Travel time

The travel time and distance of the routes that are operated today was collected from
Widerge. The different routes are divided into four groups according to the length: from 0
to 99 kilometers, 100 to 249 kilometers, 250 to 399 kilometers and routes that are longer
than 400 kilometers. From these four groups and the real data provided by Widerge it was
calculated a factor, this factor is the average number of kilometers travelled per minute. To
get the right travel time on the different legs, the real distance between the airports was
divided by the right factor according to the length of the route. After finding the travel time
in minute this was changed into time periods of 15 minutes. The groups and the average
number of kilometers per minute can be found in table 6, and the calculations can be found
in appendix B. The overview over all the distances can be found in appendix A. Example:
lets say that there is a route that is 299 kilometers, to find the time it takes to travel the
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route we took the distance 299 and divide this on the factor 5,7 which is equal to 53

minutes.
Distance Average Median o
(km) km/min
400 -> 6,4 5,8 1,2
250 - 399 5,7 5,9 0,7
100 - 249 4,6 4,7 0,6
0-99 3,0 3,0 0,7

Table 6: Kilometers per minute

In our model, it is used discrete time and one time period is equal to 15 minutes. The time

horizon is from 05:00 to 24:00, which is equal to 76 time periods.

Time periods

Trondheim
Namsos
Rervik
Brgnngysund
Mosjgen
Sandnessjgen

A U1 W N B

Table 7: Travel time in periods

Overview over all the travel times can be found in appendix C.

5.3.3 Service time
The service time is defined as the time from an aircraft lands on an airport until it leaves
the same airport. Included in this time is the unloading and loading of passengers and

baggage, as well as cleaning and document handling.

We have analyzed the flights in northern Norway, and found that an aircraft on average
uses between 10 to 25 minutes on the ground in between two flights. Based on that
analysis, we have decided that the service time (time on the ground) should be one time
period. When it comes to the service time at the depot, we have decided that it should be at
least three periods. Meaning that the aircraft have to stay in the depot for at least three time
periods before leaving for the next roundtrip.

31



5.3.4 Visit frequency

The visit frequency indicates how many times an airport should be visited during the time
horizon. The visit frequency will be based on the size of the airports. Large airports should
be visited more times than smaller airports. The visit frequency will be used as an indicator

to find the distribution in landings between the airports.

The visit frequency can be found in appendix D.

5.3.5 Costs
The cost is divided into variable and fixed costs. The variable cost will consist of the fuel

cost. This cost is calculated from the fuel consumption and the fuel price as shown below.

Fuel consumption: 2.3 liter per kilometer (FlightRun 2015).
Fuel price: 2.4 NOK per kilometer (index mundi 2016).
Fuel cost: 2.3 liter/km*2.4 NOK/liter = 5.52 NOK/km

The fixed cost includes the costs concerning the use of an airport, the costs of handling the
aircraft, as well as the safety cost. The fees included in our calculations are: take-off
charge, terminal fee, air navigation fee, passenger charge and security charge. The take-
off, terminal and air navigation fees are all based upon the size of the aircraft. The take-off
charge is also based on the size of the airport from where the aircraft is leaving. From the
international and national airports, the cost of take-off is 64 NOK * MTOW, which means
the maximum takeoff weight. The regional airports have a 30% discount. A Dash 8 aircraft
is used as a basis in the calculations. This aircraft has a maximum take-off weight of 17

tons. The Dash 8 is the same aircraft as Widerge operate on some of the routes today.

The terminal fee is based on the number of service units and the size of the airport. A
service unit is calculated as (MTOW/50)°0,7. For Trondheim the cost is 1787.43 NOK per
service unit, for all the other airports it is 1251.20 NOK per unit. The air navigation fee is
381.42 NOK per service unit (Avinor 2016b).

The safety and the passenger cost are both based on the number of passengers in the

aircraft. The safety charges are 56 NOK per passenger and the passenger charge is 54
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NOK per passenger (Avinor 2016b). To calculate the passenger and safety charges per trip,

we have assumed a 60% coverage, as it is not normal that every aircraft is fully booked.

Total cost will consist of: take-off fee + safety fee + passenger fee + terminal fee + air

navigation fee + fuel cost.

The safety, passenger and the air navigation fee are the same for each airport and can be
excluded from the calculation. Then the calculations of the costs of travelling between

airports, based on which airport you are travelling from, are as following:

Total costs

Trondheim 1927.97+5.52*km

Tromsg and Bodg [1675.98+5.52*km

Other 1349.58+5.52*km

Table 8: Total cost of travelling from the different airports.

A detail explanation of the calculation can be found in appendix E, and an overview of

travelling cost between airports can be found in Appendix F.

6.0 Computational experiments

In this part, the method used to solve the problem will be presented, as well as the different
scenarios used. Since the problem consist of 28 airports with multiple landings on each
airport, the Fisher and Jaikumar algorithm will be used to divide the different scenarios
into clusters. The results of the clustering will be presented and explained later in this

chapter.
There will also be a part where the model will be tested and analyzed, to see if the model

needs to be changed or if more extensions need to be implemented. After the test the new

modified model will be used on the different clusters.
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6.1 Method

To solve the problem the AMPL modeling language will be used and the problem will be
solved through a Gurobi solver, which are provided by the NEOS server. The reason why
an Internet based solver is used is because the solver on the school computers have a

relatively low capacity, and the NEOS server gives us a shorter computation time.

AMPL is an algebraic modeling language used for large-scale optimization and
mathematical programming problems (Fourer, Gay, and Kernighan 2003). We have

learned this language during our master program.

“The NEOS Server is a free internet-based service for solving numerical optimization
problems” (Wisconsin Institutes for Discovery 2016a). NEOS can handle relatively large
problems, but it will terminate jobs that are not finished in 8 hours without giving out any
results. This is why we have chosen to use a time limit of maximum 7 hours when testing
the model. The research organization that operate the website, Morgridge Institute of
Research (MIR) does not guarantee that the output of the service is the correct result or
that it will be completed (Wisconsin Institutes for Discovery 2016b). The NEOS server
does also have a memory limitation of 3 GB RAM. In table 9 we have provided an
overview over the hardware specifications for the NEOS server used in this thesis.

neos-7 is a Dell PowerEdge R430 server with the following configurations:
e CPU —2x Intel Xeon E5-2698 @ 2.3 Hz (32 cores total), HT Enabled
e Memory -192 GB RAM
e Disk —4x 300G SAS drivers setup in RAID5
e Network — 1 Gb/s Ethernet

Table 9: Hardware specifications for the NEOS solver

6.2 Scenarios

We have decided to use different numbers of seed nodes, these are divided into three
different groups: one with three seed nodes, one with four seed nodes and the last one with
five seed nodes. For each of these groups we will have two different scenarios, meaning
that there will be different combination of seed nodes in each of the two scenarios. One of

the scenarios in each group is based only on the location of the seed nodes. The other
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scenario in the group will be a more realistic combination of seed nodes. This is done to

compare the different outcomes.

In the beginning of the clustering chapter, it was mentioned that the clustering could be
based on minimizing either the total distance, total time or total cost. It is not necessary to
use anything else than distance since both the time and the cost are dependent on the
distance, and the clusters would be the same. Instead, the total cost and time are displayed
for each of the clusters and the scenarios used in the model.

The different scenarios will be presented in the next part of this chapter. In addition, will it

be explained why these specific seed nodes are chosen.

6.2.1 Scenario 1: Trondheim, Bodg, Tromsg

Trondheim, Bodg and Tromsg are natural to choose when only choosing three seed nodes
in the northern part of Norway. This is based on the geographical location and the number
of people living in the area surrounding the airports. These three towns are also the capital

of their region, and there are institutions like hospitals and universities located there.

6.2.2 Scenario 2: Bodg, Tromsg, Kirkenes

In this scenario, Kirkenes replaces Trondheim. The reason for this is that Kirkenes is in
Finnmark, and by placing one of the seed nodes there we can reach many of the smaller
airports located in the area. We excluded Trondheim as a seed node because in our data set
we only had three airports in Trgndelag. There was no need of having Trondheim as a seed
node when considering the total distance travelled. In a real life situation, this would not be
an optimal choice since Trondheim is connected to the rest of Norway, and the demand in

the region is high.
Even thought the county administration in Finnmark is located in VVadsg, it is more natural

to choose Kirkenes as the seed node in this area. The reason for this is that Kirkenes is a

much larger airport and it have direct connections to Oslo.
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6.2.3 Scenario 3: Trondheim, Bodg, Tromsg, Kirkenes

In this scenario there are four different seed nodes. These are Trondheim, Bodg, Tromsg
and Kirkenes. These seed nodes are chosen based on the average domestic demand at the
airports and the distances between the chosen seed nodes. In addition, the seed nodes are

located in different regions: Trgndelag, Nordland, Troms and Finnmark.

This scenario is similar to the situation today, where all the seed nodes are located
relatively far from each other. In addition, based on the demand, they are the four largest

airports in the northern part of Norway.

6.2.4 Scenario 4: Trondheim, Brgnngysund, Tromsg, Lakselv

In this scenario we have only considered the location of the airports, but this would most
likely not work in the real life. Trondheim is chosen as a seed node since this airport
covers the airports furthest south in the data area. Brgnngysund is chosen because it is a
medium sized airport in between Trondheim and Tromsg. Tromsg is included as a seed
node since it is natural to choose when considering the location. Lakselv is chosen as a

seed node because it is located in the middle of Finnmark.

6.2.5 Scenario 5: Trondheim, Mosjgen, Bodg, Tromsg, Lakselv

In this scenario we have used the same strategy as in scenario 4, where all the seed nodes
are chosen based only on the geographical location. The size of the airports are not
considered, neither are the domestic demand of the different airports. Trondheim, Tromsg
and Lakselv are chosen for the same reason as mentioned in scenario 4. In this scenario we
have chosen to have two seed nodes between Tromsg and Trondheim, the best choice

based on the distance was then to choose Bodg and Mosjgen.

6.2.6 Scenario 6: Trondheim, Bodg, Evenes, Tromsg, Kirkenes

When choosing the seed nodes for this scenario factors like size of the airports, number of
visits each day and the geographically location was taken into account. In this scenario, it
is only Evenes that has not been chosen as a seed node in any of the previous scenarios.

Evenes is chosen because it is a large sized airport located in between Tromsg and Bodg.
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6.3 Result of clustering

The different clusters and scenarios are presented in table 10. In the table, the seed nodes

are displayed with bold font. The model created the clusters by minimizing the added

distance connecting the airports and the depot.

Table 10: Overview over the scenarios and the clusters

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6
Trondheim, Trondheim, Trondheim, Trondheim Trondheim, Trondheim,
Namsos, Rgrvik [Namsos, Rgrvik, [Namsos, Rgrvik Namsos Namsos, Rgrvik
Brgnngysund,
Mosjgen,
Cluster 1 Sandnessjgen,
Mo i Rana, Bodg,
Leknes, Svolveer,
Stokmarknes
Brgnngysund, Narvik, Evenes, Brgnngysund, Namsos, Rgrvik, |Rgrvik, Brgnngysund,
Mosjgen, Andgya, Mosjgen, Brgnngysund, Brgnngysund, Mosjgen,
Sandnessjgen, Bardufoss, Sandnessjgen, Mosjgen, Mosjgen, Sandnessjgen,
Cluster 2 Mo i Rana, Bodg, |Tromsg, Mo i Rana, Bodg, |Sandnessjgen, Sandnessjgen, Mo i Rana, Bodg,
Leknes, Svolvaer, |Serkjosen, Alta, |Leknes, Svolveer, [Moi Rana, Bodg |Moi Rana Leknes
Stokmarknes Hasvik, Stokmarknes
Hammerfest
Narvik, Evenes, Lakselv, Narvik, Evenes, Leknes, Svolveer, [Bodg, Leknes, Svolveer,
Andgya, Honningsvag, Andgya, Stokmarknes, Svolveer, Stokmarknes,
Bardufoss, Mehamn, Bardufoss, Narvik, Evenes, Stokmarknes Narvik, Evenes,
Tromsg, Berlevag, Tromsg, Andgya, Andgya
Serkjosen, Alta, [Batsfjord, Varde, |Sgrkjosen, Alta, |[Bardufoss,
Hasvik, Vadsg, Kirkenes |Hasvik, Tromsg,
Cluster 3 |Hammerfest, Hammerfest Sgrkjosen
Lakselv,
Honningsvag,
Mehamn,
Berlevag,
Batsfjord, Vardg,
Vadsg, Kirkenes
Lakselv, Alta, Hasvik, Narvik, Evenes, Bardufoss,
Honningsvag, Hammerfest, Andgya, Tromsg,
Mehamn, Lakselv, Bardufoss, Sgrkjosen, Alta,
Berlevag, Honningsvag, Tromsg, Hasvik,
Cluster 4 Batsfjord, Vardg, |Mehamn, Sgrkjosen Hammerfest
Vadsg, Kirkenes |[Berlevag,
Batsfjord, Vardg,
Vadsg, Kirkenes
Alta, Hasvik, Lakselv,
Hammerfest, Honningsvag,
Lakselv, Mehamn,
Honningsvag, Berlevag,
Cluster 5 Mehamn, Batsfjord, Vardg,
Berlevag, Vadsg, Kirkenes
Batsfjord, Vardg,
Vadsg, Kirkenes
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By analyzing table 10, we see that the difference between scenario 1 and 2 is that the
airports in scenario 2 is more evenly spread among the seed nodes in the clusters. Cluster 3
in scenario 1 contains 17 airports and cluster 1 in the same scenario only contains three
airports. This imbalance can make it harder to solve the modified VRP for the clusters that

contains many airports.

Both scenario 3 and 4 does have four seed nodes. When Trondheim and Brgnngysund both
are chosen as seed nodes same as in scenario 4, Trondheim ends up alone. The reason for
this is that the other airports nearest to Trondheim are located closer to Brgnngysund than

Trondheim.

In the scenarios with five seed nodes, the airports are more evenly spread among the seeds.
There are still some clusters that are bigger than others, one example of this is that in both
scenario 5 and 6 cluster 5 is the biggest cluster. These clusters does both have a seed node
located in Finnmark. In our data, Finnmark is the area with the most airports located

relatively close to each other.

When analyzing the results from the clustering and the routes provided by the modified
model, it is important to evaluate if it is possible to implement these routes in the real life.
It is also important that the seed nodes are located in a large city, which houses institutions

like hospital, university and the county administration.

6.4 Testing the modified VRP model

To explore how the model behaves and if it gives a feasible solution, we have to start with
a relatively small problem. It is easier to find the mistakes when using a smaller amount of
data. The test will be used to figure out which combination of constraints that fits our
problem the best. The results from this test will be used to build the model that we will use

throughout the thesis.

First, the data used to test the model will be presented, after that the model will be tested

with different constraints.
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Visit frequence: | In the process of testing we focused on six airports. These airports
Namsos 3| were Mosjgen, Brgnngysund, Sandnessjgen, Rarvik, Namsos and
Rorvik 2 . ) .

B T — [ Trondheim (which represented the depot). The distance data and the
Mosjgen 6 | time period data are the same as presented in chapter 4. The visit
Sandnessj‘a?n. 4 frequency used in these tests are shown in table 11. We also specified
Table 11: Visit
frequency that each aircraft only could travel maximum three roundtrips during

the time horizon. The data presented in this part will be used on all the different tests

conducted in this chapter.

25 We wanted to test the computation time of
Y 20 .' NEOS. To do this we used constraints (15)
£ ° to (23) and changed the number of aircraft
% 15 ° .
2 o one by one. The reason why we did not use
5 10 . o .
g . ¢ all constraints is that the computation time
o
[ ] .
< s « ° oo of the whole model is too long. To get a
[ ] [ ]
0 o* clearer picture of which number of aircraft
0 5 10 15 20 25 o
Number of aircraft that has the best computation time, we have
Figure 5: Results from NEOS decided that each aircraft only can fly one

roundtrip. The results from this test are

shown in figure 5.

Figure 5 displays the computation time from NEOS. In this figure, we can see that it is a
pattern. The computation time increases when more aircraft are added, but there are still
some decreasing that cannot be explained. Example, the computation time when using

seven aircraft is 7.19, but when we use eight aircraft the time decreases to 3.47.

From this test, the conclusion is that it is important to think about how many aircraft that
will be used in the data. If there are excessively many aircraft available, the runtime of the
model will increase. That is why we need to adjust the number of available aircraft in

relation to the size of the clusters.
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6.41 Testl

In this test, the constraints from (15) to (28) is used. The extensions is not included. This
test is done to explore how the output of the model is, and to see if there are any
constraints missing. Table 12 presents the routes made by this model.

Test1 Departure Arrival The output from test 1 shows that the model only
Airport Time |Airport Time . .
TRD slosy | Chooses to use two aircraft and not any roundtrips.
osY 9|MIF 121 This is because the model does not have any
MIF 13(sS) 14
ss) 15(BNN 16| limitations regarding the number of time periods used
Aircraft1 |BNN 17(MJF 18 . . . . . .

Roundtrip 1 |MUF 19]8NN ,0| 0N each trip. Each aircraft visits at least nine airports.
BNN 21/55) 22l From the passengers perspective, this is not an
$SJ 23|MIF 24
MIF 25|0sY 28/ optimal route. For example, if someone is supposed
osY 29[TRD 31 .
TRD 2al0sy 23| to travel from Namsos (OSY) to Trondheim, they
osY 27]RVK 28 have three options. They can take the aircraft leaving
RVK 29|MIJF 31
MUF 32|BNN 33 Namsos 07:15 (time period 9) or they can take the

Aircrafe BN 34(ss) 35| _ . .

RO:;;irtip L |ss! 36| MUF 37| aircraft leaving Namsos 12:15 (time period 29). The
MIF 38)55) 39 catch is that those two options are the same aircraft
SSJ 40(BNN 41
BNN 42|MJF 43| on the same roundtrip and they will not arrive in
MIF 44|RVK 46 ) ) .
RVK 47|TRD so| Trondheim before 12:45. That is why the morning

Table 12- Routes from test model 1 Tlight most likely will not be that popular, unless they
are travelling to Mosjgen or Sandnessjgen. The last
option is to travel by aircraft 3 which leaves Namsos 11:45 (time period 27) and arrives in

Trondheim 17:30 (time period 50), after visiting nine other airports first.

When running the model and the data file in NEOS, it was discovered that the computation
time was long. In order to find the reason for this, the model was tested with and without
constraints (24), (25) and (26). These exact constraints were chosen since it was after
implementing these constraints that the models computation time increased. In table 13,

the different combinations of constraints are presented.
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Model: Computation time Comments NEOS
(seconds) : Objective: : Job: Password:
4Mod A Without 24,25,26 180,51 2532 4493505 twFqQNWSD
4ModA-1 Without 25,26 171,36 2532 4492775 alcHoGCS
4ModA-2 Without 24,25 117,37 2532 4492781 QvNgLFHq
4ModA-3 Without 24,26 Time limit: 10800 3064|No basis 4492817 ilpvXsWN
4ModA-4 Without 24 Time limit: 10800 3064|No basis 4492825 dcWvJsjy
4ModA-5 Without 25 154,16 2532 4492842 GIOwQPev
4ModA-6 Without 26 Time limit: 10800 3064|No basis 4492855 ULKknCVTS

Table 13: Testing the computation time

From these tests, we can see that it is a connection between the increased computation time
and constraint (25). NEOS have terminated all the tests including constraint (25), when
running the model with a time limit of 3 hours. The results came back with no basis, which
means that the solver have not found enough proof to say that the solution is the optimal
one. To see if it the model could find an optimal solution after a longer time, the time limit
was increased to 7 hours. The result was still the same after 7 hours as it was after 3 hours.

Constraint (25) says that the aircraft cannot fly any of the arcs during the last time periods.

Constraint (25) cannot be excluded from the model, because this constraint make sure that
there are no aircraft flying during the last periods of the time horizon. If the constraint
were to be removed, aircraft would be flying out from airports and not reaching back to the

depot before the time horizon was ending.

Conclusion from this test is that the constraint that increases the computation time, cannot
be removed. This constraint is necessary in order to ensure that all the roundtrips will be
finished and the aircraft are at their depot at the end of the time horizon. In the next test, a
new constraint concerning the active flight time, which is the actual time the aircraft is in
the air, will be implemented. This to make sure that each flight is no longer than it is

supposed to, when considering the regulations.

6.4.2 Test?2
In this test, a new constraint (29), which is a time-constraint that says that the active flying

time should not be more than a given number of time periods, will be included
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Table 14 show the routes from the model used in test 2. The result is almost the same as in
test 1. This time aircraft 3 and 4 are used. In this test, another problem occurs. The
problem is that two aircraft seems to be at the exact same airports at the exact same time.
Moreover, two aircraft cannot land or take-off at the same airport at the same time.

Therefore, a new constraint that can prevent this from happening is implemented in the

next test.
Test2 Departure Arrival The result shows that the constraint that was

Airport Time |Airport Time . . . . . .
TRD z[RvK | implemented regarding the active flight time did not
RVK S|MIF 111 make any difference. A possible reason could be that
MJF 12[BNN 13 _ _ _ _
BNN 14(sS) 15| the maximum active flight time was set to be 8 hours.

Aircraft 3 |SSJ 16|MJF 17 . . .

Roundtrip 1 |MuF 18lss) 19 This is because the flight duty period for short-haul

Ss! 20|BNN 211 flights are maximum 10 hours. There is some slack,
BNN 22|MUF 23| _ _ ) )
MJF 24|0sy 27| since the constraint only restricts the time the aircraft
05Y 28/ TRD 39 s in the air and not including the time an aircraft is at
TRD 4|0SY 6
0sY 7|RVK 8| an airport. For example, when looking at the total
RVK 9[MIJF 11 ) . . .
MIE 1lBNN 13| time from aircraft 4 leaves the depot in time period 4,

Aircraft 4 22‘]“ ig IS\ASJJF i? and until it arrives back at the depot in time period

R dtrip 1 . . .

R IVT: 18|ss 19| 30, it has been 6 hours and 30 minutes. This do not
ss) 20|BNN 21 . i
BNN lvuE 53| exceed the time limit, and there is no reason to
MIF 24|08y 27 decrease this limit either, since the FTD is 10-12
0sY 28|TRD 30

Table 14: Routes from test 2 hours.

6.4.3 Test3

The next step is to implement constraints that prevents the aircraft to land more than one
time at the same airport during one roundtrip. It is also implemented constraints saying that
the aircraft cannot arrive or depart from the same airport or depot in the same time period.
When testing these constraints, constraint (29) was removed and only the basic model and
constraints (30), (31) and (32) was used.
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(i,j))EARC peP r=
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(0,j))EARC peP r=
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(i,N) peP r=

peEP,rel..R,jeA (30)
tel..T,jeA (31)
tel..T (32)

Constraint (30) limits the number of visits at each airport to one, for each aircraft per

roundtrip. Constraint (31) ensures that no aircraft arrives or departs at the same airport in

the same time period. Constraint (32) ensures that no aircraft arrives to or departs from the

depot in the same time period.

Departure Arrival
Test3 - - 3 -

Airport Time|Airport Time

TRD 410SY 6

oSy 7|MJF 10

Aircraft1 [MIF 11(SsS) 12
Roundtrip 1|SSJ 13|BNN 14
BNN 15(RVK 16

RVK 17|(TRD 20

Aircraft1 [TRD 35|MJF 40
Roundtrip 2 [MIJF 41|TRD 46
Aircraft 2 [TRD 62|MJF 67
Roundtrip 1|MJF 68|TRD 73
TRD 1|MJF 6

Aircraft 3 MUF 7155 8
Roundtrip 1 55 9|BNN 10
BNN 11{0SY 13

0osy 14(TRD 16

TRD 41|MIJF 46

Aircraft3 [MIF 47|SS) 48
Roundtrip 2|SS)J 49|BNN 50
BNN 51|TRD 55

TRD 26|0SY 28

osy 29|MIJF 32

Aircraft4 |MJF 33|SS) 34
Roundtrip 1|SSJ 35(BNN 36
BNN 37|RVK 38

RVK 39|TRD 42

Table 15: Routes from test 3

Presented in table 15, are the routes provided by this
test. More aircraft have been used, since the one-
landing constraint has been included. This time the
model choose to use aircraft 1,2,3 and 4, in addition

does aircraft 1 and 3 have two roundtrips.

When implementing these constraints, the time limit
is not a concern anymore. Still, constraint (29) will be
included in the model that will be used in the next
chapter. The reason for this is that the clusters might
be bigger, and that can result in longer flights and the

time limit might be exceeded.

The constraints work, since the aircraft no longer are
at the same airports in the same time periods.
In addition, the aircraft does not land more than one

time on the same airport during one roundtrip.
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6.44 Testd

The constraint tested in test 4 is constraint (33), which says that an aircraft on a roundtrip
can maximum land four times. This constraint have been implemented to prevent too many
stops during a trip, as we could see in test 1 and 2, where each aircraft visits over nine
airports. When testing this constraint, only the basic model and this extension will be used.

This is to see how this extension will affect the solution.

T

Z Z Xijper <1 peEP,rel.R (33)

t=1 (i,j))EARC

Test4 Departure Arrival As shown in table 16, the constraint works as it is
Airport Time [Airport Time . . .
— alBNN > supposed to do. This time aircraft 1,2,3 and 4 is used,
Aircraft1 |BNN 23|ss) 24| in addition does aircraft 1,2 and 4 have two
Roundtrip 1 |sS) 25|MUF 26
MIE 271TRD 32| roundtrips each.
TRD 60[MUF 65
Aircraft1 |MIJF 66|SS) 67
Roundtrip 2 |SS) 68| MIF 69| The constraint concerning the start time of the next
MIF 70[TRD 71 o
Aircraft 2 |TRD 17|osy 19| roundtrip is correct.
Roundtrip 1 |OSY 20|TRD 22
TRD 53{0SY 55
Aircraft 2 |0SY 56|RVK 57| Constraint (33) is working; none of the aircraft visits
Roundtrip 2 |RVK 58|0SY 59 . .
oSy 60l TRD 2| More than three towns, not including the depot.
TRD 34|MUF 39
Aircraft3 |MJF 40|BNN 41
Roundtrip 1 [BNN 42|RVK 43
RVK 44|TRD 46
TRD 1|MIF 6
Aircraft4 |MJF 7|SS) 8
Roundtrip 1 |SSJ 9|MIJF 10
MIF 11|TRD 16
TRD 26(BNN 30
Aircraft4 |BNN 31[ss! 32
Roundtrip 2 |SSJ 33(BNN 34
BNN 35(TRD 39

Table 16: Routes from test 4

6.45 Test5
In this test all the constraints and the extensions are implemented. In addition, there are
two new constraints. The constraint maximum one landing per airport (30) is included, a

limit concerning the maximum active flight time (29), maximum four landings per
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roundtrip (33) and constraint (31) and (32) preventing the aircraft to arrive and depart from

the same depot or airport in the same time period.

20

T

z Z Xl]ptr =

t=1 (i,j)€EARC peEP r=

DD P RIS

t=48 (i,j )EARC pEP 1=

Test I‘Departu.re ‘ Arriva.l

Airport Time|Airport Time

TRD 5|RVK 8

Aircraft1 |RVK 9|SSJ 11
Roundtrip 1 |SSJ 12(MJF 13
MJF 14|TRD 19

TRD 49(MIJF 54

Aircraft1 |MIJF 55|BNN 56
Roundtrip 2 [BNN 57|0SY 59
oSy 60|TRD 62

Aircraft2 |TRD 1{0sy 3
Roundtri1 [OSY 4(TRD 6
TRD 13(BNN 17

Aircraft2 |BNN 18]SSJ 19
Roundtri 2 |SSJ 20|MJF 21
MJF 22|TRD 27

TRD 4|MIJF 9

Aircraft3  |MJF 10{BNN 11
Roundtrip 1 [BNN 12|0SY 14
oSy 15(TRD 17

TRD 44|BNN 48

Aircraft3  |BNN 49(SS) 50
Roundtrip 2 [SSJ 51|MJF 52
MJF 53(TRD 58

TRD 60|RVK 63

Aircraft4 |RVK 64|SS)J 66
Roundtrip 1 [SSJ 67|MIJF 68
MJF 69|TRD 74

Table 17: Routes from test 5.

jJEA (34)

JEA (35)

The first of the new constraints are constraint number
(34), which ensures that at each airport, at least one
aircraft have to leave the airport before 10:00 (time
period 20). The next constraint is number (35), which
says that at least one aircraft have to land at each

airport after 17:00 (timer period 48).

Table 17 presents the routes from test 5. The results
shows that all the airports have been visited at least
one time in the morning and one time in the
afternoon. This time, aircraft 1,2,3 and 4 are used,
aircraft 1,2 and 3 also have two roundtrips each.
Figure 5 and 6 shows how the aircraft are flying.
Figure 5 shows the routes between time period 1 and
38, and figure 6 shows the route between time period
39 and 76.
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Fig_ure 5: The routes between time Figure 6: The routes between time
period 1-38 test 5 period 39-76 test 5

6.4.6 Conclusion

The model that will be used in the next part of this thesis includes the basic model and all
the extensions tested in this chapter. The problem includes in total 28 airports, this makes
it too big to run as one, which is why the two-phase solution approach is going to be used.
First the Fisher and Jaikumar algorithm will be used to divide into clusters, after that the

modified VRP will be used on each of the clusters.

As seen in the tests, the model uses a long computation time when the data file only
consists of six airports. This is one of the reasons for dividing into clusters.The result from
the testing in NEOS also came back with “no basis”, which means that the program cannot
be 100 percent sure that the solution found is actually the optimal one, even though it most
likely is. This is because the program has not explored all the possible options yet.

We tested the model using time limits of 3 and 7 hours. We could not use more time than
that since NEOS automatically terminates the job after 8 hours. The results from the same
model tested in 3 and 7 hours, was exactly the same. That is why we have decided to use a
time limit of 3 hours when running the model in the next part of the thesis. If there is no

solution after 3 hours, we will extend the time limit.

46



During these tests, we also discovered that constraint (24) is not necessary to include. This
is because we have constraint (25) saying that no aircraft can fly in the last periods.

Therefore, it will not be included in the model.

In order to display total flight time used in one cluster, the total cost and the distance per
aircraft per route, we have included three new sets of variables, a new parameter and three
constraints. Variable D, is the distance flied by aircraft p in roundtrip r, variable TC is the
total cost of all the routes flied during the time horizon and variable FT is the total flight
time for all the legs flied during the time horizon. The parameter c;; is the cost of flying
from node i to node j. Constraint (36) calculates the distance flied by each aircraft on each
roundtrip. The total flight time for all the legs flied in hours are calculated by constraint
(37), and the total cost for all the routes are calculated by constraint (38). The variables

domains are displayed in (39).

Decision variables:

Dpr The distance flied by aircraft p on roundtrip r

TC The total cost of all the routes flied during the time horizon

FT Total flight time for all the legs flied during the time horizon.
Parameters:

Cij The cost of flying from node i to node j IEN,jJEN

Table 18: Notation — variable and parameters

T
z z Xijptr-dij = Dp‘r' p€eEP,r €1..R (36)

t=1 (i,j)EARC

T R
2 ZZEXUW o T (37)

(i,j)EARC t=1pePr=1

T R
z z iniptr *Cij=TC (38)

(i,))EARC t=1 p=P r=1

TC,Dpy, FTyr =0 (39)
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7.0 Results

In this section, the results obtained by using the modified VRP on the different clusters
found in section 6.3 will be presented . The model and the extensions used are also
displayed in appendix H. The different routes, total distance, the total travel time (in hours)
and the total cost for the different scenarios will also be presented. In addition, the routes
for scenario 3 will be presented in detail. The routes for the rest of the scenarios can be

found in appendix G.

The data used for solving the scenarios are the same as presented in chapter 4. In addition,
we have decided that the maximum number of landings for each aircraft per roundtrip
should be equal to five, including the landing at the depot. The maximum number of
landings at each airport is two for each aircraft per roundtrip. The aircraft should not go
back and forth between airports multiple times, which is the reason why we have restricted
the number of visits. These numbers are fixed for all the scenarios, unless something else

is stated in the text.

Total Total Total

distance cost time
Scenario 1 14061 250407 50
Scenario 2 13646 253478 49,5
Scenario 3 9602 212172 38,5
Scenario 4 9022 175137 33,75
Scenario 5 10194 221662 44,5
Scenario 6 9602 213123 37,5

Table 19: Total distance, cost and time for each scenario

Table 19 shows the total cost, distance and time for each of the scenarios. Scenario 4 is the
best solution. This scenario has the shortest distance, uses least time and cost the least.
This is because the cost and the time are related to the distance travelled. The seed nodes
in scenario 4 are Trondheim, Brgnngysund, Tromsg and Lakselv. The seed nodes are
chosen based only on the distance, the total distance travelled are 9022 kilometers. The
seed nodes in scenario 5 were chosen based on the location, but the total distance travelled

here was 1172 kilometers longer than scenario 4. Scenario 5 have the following seed
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nodes: Trondheim, Mosjgen, Bodg, Tromsg and

Lakselv. These are shown in figure 7, the seed nodes

are evenly spread around the country. In theory,

scenario 5 should provide a better solution than

scenario 4, since it consists of more seed nodes. This

will minimize the distances from the depot to the

airports. The reason why scenario 4 gives a better

solution in terms of distance, could be because cluster 1

in scenario 4 only consist of Trondheim, which means

that there are no aircraft arriving or departing from this

seed node. It is not a good solution to have one seed node alone with no airports connected

to it.

Scenario 1 and 2 consist only of three seed nodes, which made them harder to solve than

the other scenarios. Since there were fewer seed nodes, each cluster became bigger, and

the largest cluster consisted of 17 airports including the depot. The challenges we had

while trying to solve it are presented in the last part of this chapter.

In the next part the solutions from scenario 3 will be presented.

7.1 Scenario 3

This scenario has Trondheim, Bodg, Tromsg and Kirkenes as seed nodes. The reason why

this scenario is presented instead of any of the others, is that this scenario is the most likely

to be implemented in real life. This scenario is most realistic because each of the seed

nodes are located in one of the four regions. The seed nodes chosen are also one of the

largest airports in their region.

Cluster 1 Cluster 2 Cluster 3 Cluster 4
TRD BOO TOS KKN
osy BNN NVK LKN
RVK MJF EVE HVG
SSJ ANX MEH
MQN BDU BVG
LKN SOJ BJF
SVJ ALF VAW
SKN HAA VDS
HFT

Table 20: Clusters for scenario 3

Table 20 presents an overview over the
different clusters in scenario 3, the seed
nodes are displayed in bold font. We can
see that three out of the four clusters are
similar in size. The exception is cluster 1

which only consist of Trondheim, Namsos
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and Rarvik. This is because Trondheim is located in the south, and the majority of the

airports in our data set are located in the northern part.

Table 21 provides an overview over the total distance travelled in each cluster, the total
cost and the total time used in hours. It also presents the number of variable and constraints
the model uses. In addition, the solution time is presented in seconds. This is the time used
when the solver, which uses a cutting plane approach, finds the best solution. Not the time
when it is finished exploring all the possible options.

Scenario 3 Distance Cost Time Bestsol.sec  Variables Constraints
Cluster 1 768 18 256 2,5 1,14 6116 4492
Cluster 2 3262 75 866 13 3822 94034 53549
Cluster 3 3165 66 977 13,75 2423 90290 50 795
Cluster 4 2407 51073 9,25 4027 97 202 55675
Total: 9602 212172 39

Table 21: Data from all the clusters in scenario 3

Next, each of the clusters in scenario 3 will be presented.

Cluster 1
Cluster 1 consist of three airports. Those are Trondheim (which is the depot), Namsos and

Rarvik. These airports are all located in Trgndelag.

s3c1 Departure Arrival Distance 768\ The results from this cluster are
Airport  Time |Airport Time Cost 18 256
TRD 4/0sy 5| |Time 3| presented in table 22. The output
Aircraft1 |OSY 6|RVK 7| |Bestsol.sec 1
Roundtrip 1 |RVK 8|osy 9| [variables 6116| shows that the model chooses to use
oSy 10|TRD 11| |Constraints 4492
TRD 49[RVK 58 two aircraft, one aircraft in the
Aircraft2  [RVK 52|0SY 55
Roundtrip 1 |0SY 54[RVK 53 morning and one aircraft in the
RVK 56/TRD 51

Table 22: Results from Scenario 3 Cluster 1 afternoon. Aircraft 1 leaves the depot
at 06:00 in the morning, then it flies to
Namsos, Rervik, back to Namsos and ends up back at the depot 07:45. Aircraft 2 starts
from the depot at 17:15 then it flies Rarvik, Namsos, back to Regrvik and is back at the

depot 19:30.
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Figure 8: Routes from
Scenario 3 Cluster 1

The aircraft visits both Namsos and Rarvik three times,
which is equal to the visit frequency. Realistically would this
route not be optimal, since it is not necessary to go from
Rarvik to Namsos and then back to Rervik and the other way
around. This is because both airports are relatively small and
there is not a very high demand on the flight leg between
them. In addition, these two airports are close to each other,
and it only takes about two hours to travel between them by
car. As mentioned in the beginning of this chapter some of
the parameters are fixed, for example the number of landings

per airport is two for each aircraft per roundtrip.

For cluster 1 we decided to decreased the maximum number

of landings on each airport to be one for each aircraft per

roundtrip. This is done to remove the option of traveling from Namsos to Rgrvik and back

to Namsos. The result from this change is shown in table 23.

When comparing the two

s3c1 Departure Arrival Distance 1014
Airport Time |Airport Time | |Cost 22572 | alternative solutions, the
Aireraft1 |TRD 19[RVK 21| |Time ]
'rC;a RVK 22|0sy 23| [Best sol. sec 2,4 second solution seems more
Roundtrip 1 . .
OsY 24|TRD 25| |Variables 61161 realistic. Table 23 shows that
. TRD 57(0SY 58| [Constraints 4492
Alreraftl oo solRVK 60 he model ch
Roundirip 2 the model chooses to use two
RVK 61|TRD 63 ) ) )
TRD 10losy 11 aircraft, aircraft 1 and aircraft
Aircraft 2 oSy 12[RVK 13
Roundtrip 1 2. In addition, does aircraft 1
RVK 14[TRD 16

Table 23: Alternative solution for Scenario 3 Cluster 1

travel two roundtrips.

The routes are as following:

Aircraft 1 leaves from the depot at 9:45, goes to Rervik then to Namsos and lands back at

the depot at 11:15. The same aircraft leaves for trip two at 19:15 goes first to Namsos, then

to Rervik and is back at the depot at 20:45. Aircraft 2 leaves from the depot at 07:30, goes

to Namsos, then Rgrvik and is back at the depot 09:00.
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o If we compare the distance, cost and time from the two
different solutions, we see that when we limit the number of
landings per airport per aircraft on each roundtrip the
distance increases by 246 kilometers. This is natural since
the aircraft can no longer visit an airport two times during
the same roundtrip. Since both the time and the cost is

linked to the distance of the aircraft, they increases as well.

Figure 9: Alternative routes
from Scenario 3 Cluster 1

Cluster 2

This cluster consist of eight airports, those are Bodg (which is the depot), Branngysund,
Mosj@en, Sandnessjgen, Mo i Rana, Leknes, Svolveer and Stokmarknes. The routes are
represented in figure 10, here we can see that the solution is divided into two different
groups. One group consist of Lofoten (which is Leknes, Stokmarknes and Svolver) and
the other group is Mo i Rana, Mosjgen, Bgnngysund and Sandnessjgen. There are three
routes going to Lofoten and there are three routes visiting the other airports. In figure 10,
the pink dashed line represents a route that is travelled in both directions each day. The
morning flights from Leknes, Stokmarknes and Svolveer lands in Bodg before 08:30. The
morning flight from Sandnessjgen, Branngysund, Mosjgen and Mo i Rana lands in Bodg
by 08:00.
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s3C2 Departure Arrival Distance 3262 - ¢
Airport  Time |Airport Time Cost 75 866 es
BOO 4]|LKN 5[ [Time 13
. LKN 6|SKN 8| |Bestsol.sec 3822
Aircraft 1
) SKN 9(SVJ 10| [Variables 94034
Roundtrip 1 R
SvJ 11|LKN 12| |Constraints 53549
LKN 13800 14 Leknes[4]
BOO 29|SSJ 31
Aircraft 1 SSJ 32(BNN 33
. BNN 34({MJF 35
Roundtrip 2
MIJF 36|MQN 38
MQN 39(BOO 40
BOO 47|SS) 49
Aircraft 1 SMSJJF 2(2) ISVISJJF 2;
Roundtrip 3
SSJ 54|MQN 56
MQN 57|BOO 58
BOO 5|MQN
Aircraft 2 mﬁN 1(7) ’I;AI\JITV 12
Roundtrip 1
BNN 12|SS) 13
SSJ 14|BOO 16
BOO 25(LKN 26
Aircraft3  [LKN 27|SKN 29 :
Roundtrip 1 [SKN 30|LKN 32 rao i Rana
LKN 33(BOO 34 P i
BOO 51{MQN 52 S A
Aircraft 3 MQN 53(MIJF 55
Roundtrip 2 MIJF 56(BNN 57 4
P< BN 58|ss) 59 ihMosjosg
SSJ 60[BOO 62 -
BMO?\I ; mj:N E Bronn: :y',’u‘nd",
Aircraft 4 Q Brenneysund
. MIF 6/BNN
Roundtrip 1
BNN 8|SS) 9
ssJ 10|B0O 12 Figure 10: Routes from Scenario 3
BOO 48|SV) 49 Cluster 2
. -
Roundtrip 2
N 54(LKN 55
LKN 56(BOO 57
Table 24: Results from Scenario 3 Cluster 2

The latest arrival times at the different airports in the evening are as following:
Stokmarknes 18:15, Leknes 18:45, Mosjgen 18:45, Brgnngysund 19:15, Svolveer 19:45,
Sandnessjgen 19:45 and Mo i Rana 19:00. This is in line with the time constraint. Table

24 shows

the flight times and figure 10 displays the routes.

When analyzing the solution, we see that it could have been better to use maximum one

landing on each airport for each aircraft per roundtrip, as we did in cluster 1. This is

because the aircraft travels from Sandnessjgen to Mosjgen and back again to Sandnessjgen

during one flight. The travel time by car from Sandnessjgen to Mosjgen is only about one

hour, so it is not necessary to go back and forth between these two airports.

53



Cluster 3

In cluster 3, Tromsg is the seed node, and the cluster consists of nine airports. Those are
Narvik, Evenes, Andenes, Bardufoss, Storslett, Alta, Hasvik and Hammerfest. In the
solution, the routes are divided into two different groups. The first group consists of

Andenes, Evenes, Narvik and Bardufoss. In this group, there are two different routes. One

s3c3 Departure | Arrival Distance 3165| goes from Tromsg to Evenes then to
Airport  Time |Airport Time Cost 66 977 . .
TOS 3[s0 5| [Time 13,75 Narvik and back the same way, which
Aircraft 1 SOJ 6|ALF 8| |Bestsol.sec 2423 i . i i
Roundrio 1 |ALF o|HFT 11| |variables 90200 IS shown as the blue line in figure 11.
: HFT 12|ALF 14 |Constraints 50795 .
ALF 15[10s 17 It is not necessary to travel back and
TOS 20[HAA 2 . .
Arerafe |HAA 23|HFT 2 forth between Evenes and Narvik. It is
Roundtrip 2 HFT 25|ALF 27 .
P2 |aLr 28501 30 only a one-hour drive between these
SOJ 31|TOS 33 . . .
— ealFT &5 two airports. The other route in this
Aircraft1 |HFT 66(HAA 67 . . .
Roundtrip 3 |HAA eslheT 69 group is represented with the pink
HFT 70|TOS 72 . f . .
105 =N ” dashed line in figure 11. This route
. ALF 55|HFT 57
R:eri;atf: p21 e walaLr w© travels from the depot to Andenes,
ALF 61(S0OJ 63 H
) ealros o Evenes, Narvik and then back to the
TOS 3|ANX depot. The route is travelled two times
Aircraft 3 ANX 7|EVE 9
Roundtrip 1 | " - lojvk 11 each day, both times in the same
NVK 12|BDU 14
BDU 15[T0S 16 direction. This is a reasonable route
TOS 32|EVE 34
Aircraft3 |EVE 35(NVK 36 that could be implemented in real life,
Roundtrip 2 |NVK 37|EVE 38
EVE 39|T0S 4 but either Narvik or Evenes needs to
TOS 58|ANX 59
Airerafts |ANX 60|EVE 62 be excluded.
. EVE 63|NVK 64
Roundtrip 3
NVK 65|BDU 67
BDU 68|TOS 69

The other group consist of Storslett,
Table 25: Results from Sceanrio 3 Cluster 3 Alta, Hammerfest and Hasvik. In this
group there are three different routes. One goes from Tromsg to Hammerfest, Hasvik, back
to Hammerfest and then to Tromsg. This is not an optimal route since the aircraft travels
back and forth between two small airports, Hammerfest and Hasvik. Both the airports have
a low demand.The next route is more reasonable since it goes from Tromsg to Storslett,
Alta, Hammerfest, Hasvik and back to Tromsg. The last route in this group travels from
Tromsg to Storslett, Alta, Hammerfest and then back through Alta and to Tromsg. This
route is travelled twice each day, each time in different directions. The red dashed line in

figure 11 represents this route.
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In this cluster there are 3 aircraft used, those are aircraft 1, 2 and 3. In addition, does
aircraft 1 and 3 fly three roundtrips each. The morning flight from all the different airports
reaches Tromsg before 09:30, and the evening flight visits each of the airports between
19:45 and 22:15.

The routes are shown in table 25.

Akkarfiord

Bardufgss

Bardufoss

Figure 11: Routes from Scenario 3 Cluster 3

Cluster 4

This last cluster consists of seven airports plus the depot. The airports are Vardg, Vadsg,
Batsfjord, Berlevag, Honningsvag, Mehamn, Lakselv and Kirkenes (which is the seed
node). This cluster consist of five different routes, three longer ones and two shorter
routes. The routes are shown in figure 12. All the longer routes visit both Honningsvag and
Lakselv before going back to Kirkenes. The morning flight reaches Kirkenes before 8:15
from each of the airports. The last flight in the evening lands at Batsfjord 17:15, Berlevag
17:45, Mehamn 18:15, Honningsvag 19:00, Lakselv 19:30, Vardg 21:45 and Vadsg at
22:15.
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Distance 2407
Cost 51073
Time 9,25
Best sol. sec 4027
Variables 97 202
Constraints 55675

s3ca : Departur.e : Arriva!

Airport  Time |Airport Time

KKN 45|VAW 47

Aircraft 1 VAW 48|BJF 4

Fem BJF 50(HVG 52

HVG 53(LKL 54

LKL 55[KKN 57

KKN 64{VDS 65

Aircraft1 [VDS 66|VAW 67

Roundtrip 2 VAW 68|VDS 69

VDS 70[KKN 71

KKN 2(vDS 3

Aircraft 2 VDS 4|MEH >
Roundtrip 1 MEH 6|HVG

HVG 9[LKL 10

LKL 11|KKN 13

KKN 49|BVG 51

Aircraft 2 BVG 52(MEH 53

Fei 2 MEH 54[HVG 56

HVG 57(LKL 58

LKL 59|KKN 61

KKN 1|VAW 3

Aircraft 4 VAW 4|BJF >
Roundtrip 1 BJF 6|BVG

BVG 8|BJF 9

BJF 10|KKN 11

KKN 52|VDS 53

Aircraft4 |VDS 54(VAW 55

Roundtrip 2 VAW 56|VDS 57

VDS 58[KKN 59

Table 26: Results from Scenario 3 Cluster 4
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Figure 12: Routes from Scenario 3 Cluster 4

In this cluster, most of the routes are
reasonable. There is only one route
that should have been changed, this
route is from Kirkenes, to Vadsg,
Vardg, back to Vadsg and then back to
Kirkenes. It would have been better if
this route was Kirkenes, Vadsg, Vardg

and then back to Kirkenes.
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7.2 Conclusion

The overall conclusion is that scenario 3 seems to be the best solution. The routes are
realistic, but there are also small changes that we could have done to make the model
better. One of those changes would be that for each airport the maximum number of
landings should be one for each aircraft per roundtrip. Then we would not have to travel
the small distances between for example Rgrvik and Namsos more than one time on each
flight. Another alternative could be to regulate the number of landings regarding the size of
the airport. Lets say that on all medium sized and larger airports the aircraft can land
maximum two times on each roundtrip, and on the smaller airports this could be limited to
one. This would reduce the number of unnecessary travelling back and forth between small
airports with low demands, and at the same time, it would allow the larger airports with

high demand to be visited multiple times.

We chose to use visit frequency on each airport instead of the demand. We used this
approach because it was not possible for us find the demand on legs not travelled today.
When deciding the visit frequency we did not consider the size of the clusters, the size of
the airports or which airport the aircraft was arriving from or which airport is was going to
visiting next. This makes the visit frequency less realistic. An airport might have a higher
visit frequency when it is included in a large cluster, than it would if it was included in a
smaller cluster. This is because the airport would then have more options to travel in terms
of arcs. A better way would probably be to look at the demand on each arc instead of using
visit frequency. We did not use this approach because of the difficulties to collect the
necessary data, regarding the demand on each arc. The visit frequency works for our

purpose, and it still provides a reasonable solution.

In this thesis, we have only mentioned the PSO regulations to show that there are many
factors that need to be considered when deciding the routes. To make the model more
realistic, the PSO regulations should been considered more. To do that we could have
implemented fixed variables, saying that the leg between two specific airports should be
travelled. One example of a PSO regulated route is between Lakselv and Tromsg, this leg

should be travelled at least three times daily, and two of them should be non-stop.
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7.3 Challenges

Some of the clusters consisted of many airports, this lead to challenges when solving the
model. Scenario 1 cluster 3 was challenging to solve, because it consists of 16 airports not
including the depot. When trying to solve this problem we ended up with 1 099 742
variables and 576 400 constraints. Because of the size of this problem, NEOS ran out of
memory before it could find a feasible solution. In order to get a solution for this cluster it
was necessary to limit the dataset. This can be done in different ways; one option is to try
to limit the model by remove one of the indexes. Another option is to divide the airports
into two new clusters, when still keeping the same depot (by either county or north and
south of the depot). The third option is to decide some of the flight legs that have to be
traversed or some that is not allowed to be flied.

The first option we tried was to remove the roundtrips and instead increase the number of
available aircraft. This reduced the problem to 544 832 variables and 286 865 constraints,
but it was still too large to be solved by NEOS. We also tried to limit the problem by
fixing some variables, which removed the option of travelling on specific legs. This did

not reduce the problem enough to make the model solvable for NEOS.

In order to get a solution for this cluster, we decided to split the cluster into two groups.
Both groups would be connected to the same depot. In addition, we made sure that aircraft
was not departing or arriving at the depot in the same time period. We split cluster 3 into
two equal groups, each consisting of eight airports plus the depot. This reduced the
problem to consist of 120386 + 120878 = 241 264 variables and 67506 + 67950 = 135 456
constraints. Both groups were small enough to be solved by the NEOS solver. To prevent
the aircraft from using the depot in the same time period, we solved one of the groups first
and analyzed the output to see which time periods the depot was used. Then, when solving
the next group, we used fixed variables saying that it was not allowed to arrive or depart
from the depot in the same time periods as they did in the first group.

We got the same problem with Scenario 2 Cluster 1. This cluster consists of 10 airports
plus the depot. To get a solution we divided the airports into two groups, based on their
position to the depot. Group 1 consists of airports south of the depot, and group 2 of

airports north of the depot. This way of dividing into two groups could not be done for
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Scenario 1 Cluster 3, as the cluster north of the depot would still be too large to get a

solution.
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8.0 Conclusion

The main purpose of this thesis was to make a model for routing of aircraft, with focus on
the northern Norway. The northern Norway is a special area because many of the routes
there are regulated by the PSO. The area consists of many small airports. In addition, many

of the flights are chained air trips with multiple landings on a roundtrip.

The task was to make a relatively easy model using an exact method. We used the basic
VRP model as a starting point, and modified this to fit our problem. When modifying the
VRP model, we decided to use two routing variables indexed by the arc, aircraft, time and
roundtrip. In addition did we extend the model by including time-constraints, constraints
regarding roundtrips and constraints regarding time of landing and departure as well as the
number of landings. To test the model and see if there was any constraints missing we
tested the model on a small instance with six airports. We found that when we added the
constraint restricting the aircraft from flying in the last periods, then the computation time

increased a lot.

Due to the size of the problem, which consists of in total 28 airports, it became necessary
to us a two phase approach to the problem. That is why we implemented a cluster first,
route second approach. We used Fisher and Jaikumar to divide the 28 airports into
different clusters, and then we used the model we built on these different clusters.
Originally, we wanted to try different objective like minimizing total distance, total cost
and total travel time to solve the problem. This would not be necessary to do, since the cost
and the travel time, is dependent on the distance travelled and the answer would most

likely be the same.

We divided the airports into clusters, because the problem was too complex to solve as
one. This is not an optimal solution method when considering air traffic. This is because it
is harder to see the whole picture, there can be legs that should be traversed between
airports in different clusters. To get a realistic solution the whole problem should be

solved by using a model for the multi depot VRP.
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Our goal was to make a model that gave us feasible solutions that could be implemented in
real life. The routes made in some of the scenarios are realistic when comparing it to the
routes that are travelled today. There are still a lot more to consider when conducting flight
routes. In our model, we only used the PSO regulations as a guide on what to implement
regarding time of the flights. If the model is going to conduct routes that could be used in

real life all the PSO regulations needs to be taken into consideration.
Further research could be to extend the model regarding more regulations, and implement

passenger demand on the legs instead of visits frequency. In order to further develop the

model uncertainty could also be implemented.

61



9.0 References

Avinor. 2016a. "AIP Norge - Aerodrome chart." Avinor Accessed 27.03.2016.
https://www.ippc.no/norway_aip/current/main_no.html.

Avinor. 2016b. "AVGIFTER." Accessed 19.04.2016.
https://avinor.no/konsern/flyselskap/avgifter/.

Brathen, Svein, Harald Thune-Larsen, Johan Oppen, Hilde J. Svendsen, Helge Bremnes,
Knut S. Eriksen, Bjgrn G. Bergem, and Knut P. Heen. 2015. Forslag til
anbudsopplegg for regionale flyruter i Nord-Norge. Molde: Mgreforsking Molde
AS.

Dantzig, G. B., and J.H. Ramser. 1959. "THE TRUCK DISPATCHING PROBLEM."
Management Science (Pre-1986) 6 (1):80-91.

Desaulniers, Guy, Jacques Desrosiers, Yvan Dumas, Marius M. Solomon, and Francois
Soumis. 1997. "Daily aircraft routing and scheduling.” Management Science 43
(6):841-855.

Distance24. 2016. "DISTANCE CALCULATION." Accessed 28.03.2016.
http://www.distance24.org

EASA European Aviation Safety Agency. 2016a. "Cover Regulation + Annex to Opinion
04/2012." EASA European Aviation Safety Agency Accessed 29.03.2016.
https://www.easa.europa.eu/system/files/dfu/CR %2B Annex to Opinion 04-
2012.pdf

EASA European Aviation Safety Agency. 2016b. "Questions and Answers on the new EU
fatigue management regulation for commercial air transport (CAT) with
aeroplanes.” EASA European Aviation Safety Agency Accessed 29.03.2016.
https://www.easa.europa.eu/system/files/dfu/flightstandards-doc-Q%26A-on-new-
EU-Fatigue-Management-Regulation.pdf.

European Commission. 2015. "LIST OF PUBLIC SERVICE OBLIGATIONS (as of
18/12/2015)." European Commission Accessed 26.03.2016.
http://ec.europa.eu/transport/modes/air/internal_market/doc/pso_routes _dec 2015.
pdf.

Fisher, Marshall L. , and Ramchandran Jaikumar. 1981. "A generalized assignment
heuristic for vehicle routing." Networks no. 11 (2):109-124.

FlightRun. Bombardier Q400 Fuel Burn - Consumption 2015 [cited 25.04.2016. Available
from http://www.flightrun.com/bombardier-q400/fuel-burn-consumption.

Fourer, Robert , David M. Gay, and Brian W. Kernighan. 2003. AMPL : a modeling
language for mathematical programming. Pacific Grove, Calif
Thomson/Brooks/Cole

Gutin, Gregory , and Abraham P. Punnen, eds. 2007. The Traveling Salesman Problem
and Its Variations. New York, USA: Springer Science+Business Media.

index mundi. Jet Fuel Daily Price 2016 [cited 24.04.2016. Available from
http://www.indexmundi.com/commodities/?commodity=jet-fuel.

Karapetyan, Daniel, and Abraham P. Punnen. 2013. "A reduced integer programming
model for the ferry scheduling problem ™ Public Transp 4:151-163.

Laporte, Gilbert. 2009. "Fifty Years of Vehicle Routing " Transportation Science 43
(4):408-416.

Mitchell, John E. . 2002. "Branch-and-Cut Algorithms for Combinatorial Optimization
Problems.” Handbook of applied optimization, 1:65-77.

Nauss, Robert M. . 2006 "The Generalized Assignment Problem." In Integer
programming : theory and practice edited by John K Karlof, 39-55. Boca Raton,
Fla CRC Press

62


https://www.ippc.no/norway_aip/current/main_no.html
https://avinor.no/konsern/flyselskap/avgifter/
http://www.distance24.org/
https://www.easa.europa.eu/system/files/dfu/CR%20%2B%20Annex%20to%20Opinion%2004-2012.pdf
https://www.easa.europa.eu/system/files/dfu/CR%20%2B%20Annex%20to%20Opinion%2004-2012.pdf
https://www.easa.europa.eu/system/files/dfu/flightstandards-doc-Q%26A-on-new-EU-Fatigue-Management-Regulation.pdf
https://www.easa.europa.eu/system/files/dfu/flightstandards-doc-Q%26A-on-new-EU-Fatigue-Management-Regulation.pdf
http://ec.europa.eu/transport/modes/air/internal_market/doc/pso_routes_dec_2015.pdf
http://ec.europa.eu/transport/modes/air/internal_market/doc/pso_routes_dec_2015.pdf
http://www.flightrun.com/bombardier-q400/fuel-burn-consumption
http://www.indexmundi.com/commodities/?commodity=jet-fuel

Oppen, Johan, and Arne Lgkketangen. 2006. "Arc routing in a node routing environment.”
Computers & Operations Research 33 (4):1033-1055. doi:
http://dx.doi.org/10.1016/j.cor.2004.09.004.

Pita, Joao P., Nicole Adler, and Anténio P. Antunes. 2014. "Socially-oriented flight
scheduling and fleet assignment model with an application to Norway."
Transportation Research Part B 61:17-32.

Store Norske Leksikon. 2009. "Nord-Norge." https://snl.no/Nord-Norge.

The Ministry of Transport and Communications. 2012a. "Invitation to tender: Scheduled
air services in Norway." Norwegian Government Accessed 25.03.2016.
https://www.regjeringen.no/en/dokumenter/invitation-to-tender-scheduled-air-
servi/id652834/.

The Ministry of Transport and Communications. 2012b. "Invitation to tender: Scheduled
regional air services in Finnmark and North-Troms 1 April 2013 — 31 March
2017." Norwegian Government Accessed 25.03.2016.
https://www.regjeringen.no/en/dokumenter/invitation-to-tender-scheduled-regiona-
2/id705230/.

Toth, Paolo, and Daniele Vigo. 2002. The Vehicle Routing Problem. Philadelphia, Pa, :
Society for Industrial and Applied Mathematics.

Widerge. 2016. "Pa vingene i 80 ar." Widerg Accessed 20.03.2016.
http://www.wideroe.no/paa-vingene-i-80-aar.

Williams, George 2010. "European Experience of Public Service Obligations." In Air
Transport Provision in Remote Regions, edited by George Williams, Svein Braten,
99-145. Farnham, England: Ashgate Publishing Limited.

Williams, George, and Svein Brathen. 2010. Air Transportation Provision in Remote
Regions Farnham, England: Ashgate

Winston, Wayne L. 2003. Introduction to mathematical programming: applications and
algorithms. Pacific Grove, Calif: Thomson/Brooks/Cole.

Wisconsin Institutes for Discovery, at the University of Wisconsin, Madison,. 2016a.
"NEOS Server: State-of-the-Art Solvers for Numerical Optimization.” Accessed
02.03.206. https://neos-server.org/neos/.

Wisconsin Institutes for Discovery, at the University of Wisconsin, Madison,. 2016b.
"Terms of Use." Accessed 02.03.206. https://neos-server.org/neos/termofuse.html.

63


http://dx.doi.org/10.1016/j.cor.2004.09.004
https://snl.no/Nord-Norge
https://www.regjeringen.no/en/dokumenter/invitation-to-tender-scheduled-air-servi/id652834/
https://www.regjeringen.no/en/dokumenter/invitation-to-tender-scheduled-air-servi/id652834/
https://www.regjeringen.no/en/dokumenter/invitation-to-tender-scheduled-regiona-2/id705230/
https://www.regjeringen.no/en/dokumenter/invitation-to-tender-scheduled-regiona-2/id705230/
http://www.wideroe.no/paa-vingene-i-80-aar
https://neos-server.org/neos/
https://neos-server.org/neos/termofuse.html

10.0 Appendices

Appendix A: Distance

Distance

2 3 4 5 & 7 ] 9 1o 11 12 15 14 15 15 17 18 12 20 21 22 23 24 25 28 27 23
Trondheim 1 165 247 299 507 3967 467 G545 GEF7 607 B42 £25 F03 F2S 788 845 019 055 085 97210701124 1147 1152 1180 1119 1109
Namsos 2 127 120 172 181 239 340 420 441 451 515 S01 576 595 661 715 793 805 559 547 944 9991023 1029 1055 997 955
Rarvik 3| 165 4A 142 144 210 305 3551 403 4435 453 467 539 566 627 657 FA4 776 8§29 §20 914 971 997 1004 1034 974 967
Brgnngysund 4| 247 120 &85 61 125 221 301 321 361 398 382 455 481 542 602 679 691 744 735 829 886 912 920 951 891 885
Mosjgen S 228 172 142 169 253 274 313 543 320 407 426 489 S47 /23 635 688 673 735 850 855 862 894 835 827
Sandnessjgen| 6] 307 181 144 61 161 240 260 300 339 323 395 422 483 G44 (23 632 686 680 F72 830 858 BE6 899 839 835
Mo i Rana 7l 367 239 210 125 65 215 253 275 263 3545 359 422 479 555 563 620 610 FOS YAl FEF 794 8§27 YAA 76l
Bode g 467 340 305 221 169 106 145 181 163 237 263 323 386 467 473 527 527 615 675 704 V1S 752 692 691
Leknes 9] 545 420 331 301 253 240 205 161 132 165 225 272 346 434 425 483 493 573 637 672 687 730 674 679
Svalvaer 10f 567 441 403 321 274 260 215 120 91 136 188 256 307 595 380 447 450 537 600 634 648 A90 634 638
Stokmarknes | 11| 607 481 443 361 313 300 253 145 71 7497 156 201 275 364 354 412 425 503 S5AF E02 618 662 BOA E12
MNarvik 12| 642 515 483 395 3543 339 275 181 161 120 85 145 205 287 295 347 347 434 494 525 436 576 515 S5
Evenes 13| 625 S01 467 352 529 323 263 163 132 91 101 160 224 309 310 366 371 454 Sl6 5458 560 a0l 544 545
Andgyafanded] 14| 703 576 539 456 407 395 345 237 165 136 a7 111 195 286 265 324 351 415 481 520 5383 5585 532 543
Bardufoss 15| 725 598 LSas 481 426 422 550 263 225 186 156 83 125 211 211 266 274 555 416 449 463 G0& 450 457
Trorm sg 16| 788 661 627 542 480 483 422 323 272 236 201 145 160 116 153 211 235 302 367 404 421 462 416 428
S@rkjosen/Stod 17| 845 718 657 602 S47 544 479 386 346 307 275 205 224 195 90 142 156 230 292 326 343 390 337 350
Alta 15| 919 793 Va4 679 623 623 555 467 434 395 364 287 509 256 211 170 91 85 151 207 239 253 299 249 261
Hasvik 19| 935 805 776 691 636 632 563 473 425 389 3554 293 310 265 211 153 a0 116 150 217 259 281 334 289 310
Hammerfest |20 986 859 ©29 744 688 686 620 527 483 M7 412 347 366 324 266 211 142 79 91 158 200 223 275 236 262
Lakselv 21| 972 847 820 735 678 680 El0 527 489 450 425 347 5¥1 351 274 235 158 A5 116 110 153 178 190 234 181 193
Honningsvag | 22[1070 944 914 529 773 772 705 615 573 537 503 434 454 415 555 3502 230 151 1500 91 110 65 114 143 201 173 207
Mehamn 231124 993 971 855 530 530 Vel 675 637 600 567 494 S16 431 4le 367 292 207 217 155 153 A5 49 52 141 125 167
Berd ev%g 2411147 1025 997 912 855 858 787 704 672 634 602 525 S48 520 449 404 326 259 250 200 178 114 49 34 952 91 131
Batsfjord 25(1152 1029 1004 920 8562 866 794 715 687 648 E£18 536 GE0 533 463 421 543 253 281 225 190 143 82 50 A3 102
Wards 2611580 1058 1034 951 §94 509 827 752 730 E90 662 576 601 585 S06 462 500 200 334 278 254 201 141 92 50 Bl 82
W ad sg 2711159 997 974 591 533 5§39 766 692 674 634 606 515 S44 532 450 416 337 249 289 236 181 173 123 91 63 6l 40
Kirkenes 28|1100 935 967 885 827 835 F6l 691 679 635 612 521 S48 543 457 4283 350 261 310 262 198 207 167 131 102 82 40

Appendix B: Travel times between airports

The table below shows the calculation used to find the travel times between each airport.

The travel times are based on the distance between the airports.
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From: To: Time {min):|Distance {(km): |km/min:
Bodg Trondheim &0 467 7.8
Kirkenes Tromsg 74 428 5,8
Yadsa Tromsg 72 416 5,8

Average 6,4

Median 5,8

Standardeviation 1,2
Mo i Rana Trondheim 63 367 5,8
Tromsg Bodg 50 323 6,5
Sandnessjgen Trondheim &0 307 6,1
Honningswag (Tromsa 75 302 4,0
MWosjgen Trondheim &0 299 6,0
Kirkenes Alta 47 261 5,6

Average 5,7

Median 5,9

Standardeviation 0,7
Yadsg Alta 46 249 54
Brenngysund  (Trondheim 43 247 5,7
Andeya Bode 45 237 53
Yadsa Hammerfest &0 23R 4,7
Laksely Tromsg 45 235 5,2
Bodg Brenngysund 45 221 4,9
Mo i Rana Rarvik 45 210 4,7
Tromsg Stokmarknes 40 201 5,0
Berlevag Hammerfest 39 200 51
Marvik Bodg 39 181 4,6
Yadsa Honningsvég 55 173 3,1
Mosjgen Marmsos 36 172 4,8
Alta Tromsg 35 170 4,9
Bodg MWosjgen 43 169 3,9
Rarvik Trondheim 34 165 4,9
Evenes Bodg 38 163 4,3
Bodg Sandnessjgen 35 161 4,6
Tromsg Evenes 35 160 4,6
Hasvwik Tromsg 33 153 4,6
Stokmarknes |Boda 33 145 4,4
Hammerfest |Sarkjosen 30 142 4,7
Yadsa Mehamn 32 128 4,0
Mamsas Trondheim 30 127 4,2
Tromsg Andeya 30 116 3,9
Bodg Mo i Rana 30 108 3,6
Swalvaer Bodg 26 106 4,1

Average 4,6

Median 4,7

Standardeviation 0,6
Andeya Evenes 24 95 4,1
Andeya Stokmarknes 25 97 3,9
Yadsa Berlevag 25 91 3,6
Honningswag |Hammerfest 25 91 3,6
Hammerfest |Alta 23 79 3,4
Serkjosen Tromsg 25 78 3,1
Mehamn Honningswag 20 68 3,4
Mo i Rana Mosjgen 28 68 2,4
Laksely Alta 22 65 3,0
Yadsa Batsfjord 21 63 3,0
Yadsg Yardg 21 61 2,9
Sandnessjgen |Brenngysund 17 A1 3,6
Hammerfest |Haswik 20 &0 3,0
Berlevag Mehamn 17 49 2,8
Rarvik MNamsos 18 46 2,6
Kirkenes Yadsg 17 40 2,4
Stokmarknes |Svaolvaer 20 39 2,0
Sandnessjgen |Mosjgen 20 33 1,7

Average 3,0

Median 3,0

Standardeviation o7
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Travel time in time periods

Appendix C

Tima pariods
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Appendix D
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Appendix E : Calculation of cost of traveling between airports

Total costs

64%17 + 56*39%0, 6+ 54%39%0,6 + 1787,43%(17/50)~0,7 + 381, 42%(17/50)40, 7+ 5,52%km =
1085+1310, 4+1263,6+ 839, 974179, 244 5,52%km

Trondheim

64%17% + 56%39%0, 64 S4%39%0,6 + 1251, 20%(17/50)~0,7 + 381, 42%{17/50)~0, 7+ 5,52*km =

Tromsg and Bodg
1088+1310, 4+1263,6+587, 98+179, 24+5,52%km

64%17*0,7 + 56*39%0, 64 S4%39%0,6 4 1251, 20%(17/50)~0,7 + 381, 42%{17/S0)°0, 7+ 5,52%km =
761, 6+1310,4+ 1263, 64 557,95+ 179,244 5, 52*km

Other
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Appendix G: Results from the modified VRP

Scenario 1
Cluster 1:
s1c1 Departure Arrival Distance 768
Airport Time [Airport Time | [Cost 18256
TRD 4/0SY 5| |Time 2,5
Aircraftl |OSY 6[RVK 7| |Best sol. sec 1,08
Roundtrip 1 [RVK 8|0SY 9| [Variables 6116
oSy 10|TRD 11| |Constraints 4492
TRD 49(RVK 51
Aircraft2 |RVK 52|0SY 53
Roundtrip 1 [OSY 54{RVK 55
RVK 56| TRD 58
Cluster 2:
s1C2 Departure Arrival Distance 3262
Airport Time |Airport Time | [Cost 75 866
BOO 4(LKN 5| [Time 13
Aircraft 1 LKN 6|SKN 8 Bes.t sol. sec 10163
Roundirip 1 SKN 9|SvlJ 10 Varlable.zs 94034
SVl 11{LKN 12( |Constraints 53549
LKN 13|BOO 14
BOO 29|SS) 31
Aircraft 1 SS) 32(BNN 33
it 2 BNN 34|MIF 35
MJF 36/MQN 38
MQN 39(BOO 40
BOO 47|SSJ 49
Aircraft 1 SSJ 50|MIJF 51
Roundtrip 3 MJF 52|SSJ 53
SS) 54{MQN 56
MQN 57|BOO 58
BOO 5|MQN 6
Aircraft 2 MaN 7|MIF 9
REunE e MIJF 10(BNN 11
BNN 12|SSJ 13
SSJ 14|BOO 16
BOO 25(LKN 26
Aircraft 3 LKN 27(SKN 29
Roundtrip 1 [SKN 30[LKN 32
LKN 33|BOO 34
BOO 51{MQN 52
Aircraft 3 MQN 53|MIJF 55
Feriati 2 MIJF 56/BNN 57
BNN 58(SSJ 59
SSJ 60({BOO 62
BOO 1{MQN 2
Aircraft 4 MaN 3|MUF >
Roundtrip 1 MJF 6|BNN 7
BNN 8|SSJ 9
SSJ 10|BOO 12
BOO 48(SVJ 49
Aircraft 4 N 50|SKN 51
Roundtrip 2 SKN 52[SVI 53
SvJ S54|LKN 55
LKN 56(BOO 57
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Cluster 3:

Part 1:
s1C3-1 : Departulte i Arriva! Distance 3165
Airport Time |Airport Time Cost 66581
TOS 8|ANX 9 [Time 13,75
. ANX 10|EVE 12| |Bestsol.sec 2270
Aircraft 1 R
Roundirip 1 EVE 13|NVK 14 Varlablejs 120386
NVK 15(BDU 17| [Constraints 67506
BDU 18[TOS 19
TOS 57|50 59
Aircraft 1 SOl 60(ALF 62!
Roundirip 2 SLF 63|HFT 65
HFT 66|HAA 67
HAA 68|TOS 70
TOS 29|ALF 31
Aircraft 2 ALF 32|HFT 34
Roundirip 1 HFT 35|ALF 37
ALF 38|S0J 40
NeJ) 41{10S 43
TOS 5|ALF 7
Aircraft 3 ALF 8|HFT 10
Roundrip 1 HFT 11|HAA 12
HAA 13|HFT 14
HFT 15|TOS 17
TOS 42(EVE 44
Aircraft 3 EVE 45|NVK 46
Roundirip 2 NVK 47(EVE 48
EVE 49(ANX 51!
ANX 52|TOS 53
TOS 11|S0J 13
Aircraft4  |SO)J 14|ALF 16
Roundtrip 1 |ALF 17|HFT 19
HFT 20|TOS 22
TOS 62|EVE 64
Aircraft 4 EVE 65|NVK 66
Roundtrip 2 [NVK 67(BDU 69
BDU 70|TOS 71
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Part 2:

Distance 6866
Cost 89704
Time 20,75
Best sol. sec 3908
Variables 120878
Constraints 67950

s1C3-2 : Departurje : Arriva!

Airport Time |Airport Time
TOS 3[LKL 6
Aircraft 1 LKL 7|BVG 9
Roundtripil BVG 10|KKN 12
KKN 13(BJF 14
BJF 15[TOS 19
TOS 54| MEH 59
Aircraft 1 MEH 60|BJF 62
Roundtrip 2 BJF 63|HVG 65
HVG 66|LKL 67
LKL 68|TOS 71
TOS 24(KKN 28
Aircraft 2 KKN 29|VDS 30
Roundtrip 1 VDS 31|VAW 32
VAW 33|KKN 35
KKN 36|TOS 40
TOS 13(vDS 17
Aircraft 3 VDS 18(VAW 19
Roundtrip 1 VAW 20|VDS 21
VDS 22(KKN 23
KKN 24|TOS 28
TOS 57|BVG 61
Aircraft 3 BvG 62lvaw 64
Roundtrip 2 VAW 65|VDS 66
VDS 67|KKN 68
KKN 69|TOS 73
TOS 5[HVG 9
Aircraft 4 HVG 10|MEH 12
Roundtrip 1 MEH 13(HVG 15
HVG 16(LKL 17
LKL 18[TOS 21
TOS 45|BJF 49
Aircraft 4 BJF 50|VAW 51
ROUNALTiDE2 VAW 52|VDS 53
VDS 54|KKN 55
KKN 56|TOS 60
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Scenario 2

Cluster 1:
Part1:
$2C1-1 Departure Arrival Distance 7074
Airport Time |Airport Time Cost 109053
BOO 6|RVK 10[ [Time 22,5
. RVK 11|SSJ 13| [Bestsol. sec 10800
Aircraft 1
. SSJ 14|MIJF 15( [Variables 70724
Roundtrip 1 -
MIJF 16|MQN 18( [Constraints 40489
MQN 19|BOO 20
BOO 25|SSJ 27
e -
Roundtrip 2
TRD 34|RVK 36
RVK 37|BOO 41
BOO 49(MQN 50
Aircraft 1 ";/FIK(;N ; I/IRJIi 2(15
Roundtrip 3
MIJF 62|MQN 64
MQN 65|BOO 66
BOO 14|TRD 19
N~ =
Roundtrip 1
TRD 24{MQN 29
MQN 30|BOO 31
BOO 34(0Sy 39
i R R
Roundtrip 2
BNN 46|MJF 47
MIJF 48(BOO 50
BOO 56|RVK 60
R R R
Roundtrip 3
oSy 66|TRD 67
TRD 68/BOO 73
Aircraft3  [BOO 2(MQN 3
Roundtrip 1 [MQN 4|BOO 5
BOO 8|SSJ 10
. SSJ 11|MIJF 12
R 17 13|BNN 14
Roundtrip 2 [gNp 15(5s) 16
SSJ 17|BOO 19
BOO 60|BNN 63
s [l
Roundtrip 3
MIJF 68(SSJ 69
SS) 70(BOO 72
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Part 2:

$2C1-2 Departure Arrival Distance 1028
Airport Time [Airport Time Cost 26529
BOO 7|LKN 8| |Time 4,25
Aircraft 1 LKN 9|SKN 11 Besjc sol. sec 4
SR i SKN 12|SVJ 13 Varlablt?s 11300
SvJ 14|LKN 15| |Constraints 7598
LKN 15(BOO 17
BOO 32(LKN 33
Aircraft 1 LKN 34(sV]J 35
Roundtrip 2 Y 36(SKN 37
SKN 38[LKN 40
LKN 41|BOO 42
BOO 53(LKN 54
Aircraft2  [LKN 55(SKN 57
Roundtrip 1 [SKN 58(SVJ 59
SVJ 60({BOO 61
Cluster 2:
s2C2 Departure Arrival Distance 3165
Airport Time [Airport Time [ [Cost 66 977
TOS 3(s0J 5| [Time 14
Aircraft 1 SOl 6|ALF 8 Bes't sol. sec 2423
R ALF 9|HFT 11 Varlable.:rs 90290
HFT 12|ALF 14| |Constraints 50 795
ALF 15|TOS 17
TOS 20[HAA 22
Aircraft 1 HAA 23(HFT 24
Roundirip 2 HFT 25|ALF 27
ALF 28(S0J 30
SOJ 31|TOS 33
TOS 63|HFT 65
Aircraftl |HFT 66|HAA 67
Roundtrip 3 |HAA 68(HFT 69
HFT 70[TOS 72
TOS 52(ALF 54
Aircraft 2 ALF 55|HFT 57
Roundirip 1 HFT S8|ALF 60
ALF 61(S0OJ 63
SOJ 64|T0S 66
TOS S5[ANX 6
Aircraft 3 ANX 7|EVE 9
Roundtrip 1 EVE 10|NVK 11
NVK 12|BDU 14
BDU 15|TOS 16
TOS 32|EVE 34
Aircraft3  [EVE 35[NVK 36
Roundtrip 2 [NVK 37|EVE 38
EVE 39|T0S 41
TOS 58[ANX 59
Aircraft 3 ANX 60|EVE 62
Roundtrip 3 EVE 63INVK o4
NVK 65(S0J 67
SOJ 68|T0S 69
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Cluster 3:

s2¢3 Departure Arrival Distance 2379
Airport Time |Airport Time Cost 50919
KKN 5|BVG 7| |Time 9
Aircraft 1 BVG 8|MEH 9 Bes‘t sol. sec 7024
o ndads il MEH 10|HVG 12 Varlable‘s 97 202
HVG 13(LKL 14{ [Constraints 55 675
LKL 15|KKN 17
KKN 64|VDS 65
Aircraft1 |VDS 66|VAW 67
Roundtrip 2 |[VAW 68|VDS 69
VDS 70|KKN 71
KKN 61|LKL 63
Aircraft 3 LKL 64|HVG 65
Roundtrip 3 HVG 66(MEH 68
MEH 69(BJF 71
BJF 72|KKN 73
KKN 3|VDS 4
Aircraft 4 VDS S|VAW 6
Roundtrip 1 VAW 7|BJF 8
BJF 9|VAW 10
VAW 11(KKN 13
KKN 20|VDS 21
Aircraft4  |VDS 22(VAW 23
Roundtrip 2 |VAW 24|VDS 25
VDS 26(KKN 27
KKN 46|BJF 47
Aircraft 4 BJF 48|BVG 49
Fermet BVG 50|HVG 51
HVG 52|LKL 53
LKL 54(KKN 56
Scenario 4:

Cluster 1: Only Trondheim, that is why distance travelled.



Cluster 2:

Distance 3759
Cost 77 260
Time 13,5
Best sol. sec 1481
Variables 89 147
Constraints 51776

sac2 .Departl,!re : Arrival.

Airport Time |Airport Time
BNN 48(MIF 49
Aircraft 1 MJF 50({MQN 52
L MQN 53|BOO 54
BOO 55|SSJ 57
SSJ 58|BNN 59
BNN 10|SSJ 11
Aircraft 2 SSJ 12|BOO 14
Roundtrip 1 BOO 15|MQN 16
MQN 17|MIJF 19
MIJF 20[BNN 21
BNN 60|0YS 61
Aircraft2  [OYS 62(EVK 63
Roundtrip 2 [EVK 64|0YS 65
oYsS 66[BNN 67|
BNN 6|EVK 8
Aircraft3  [EVK 9|0YS 10
Roundtrip 1 |OYS 11|EVK 12
EVK 13|BNN 15
BNN 45|MIJF 45
Aircraft 3 MJF 47(MQN 49
Roundtrip 2 MQN 50|BOO 51
BOO 52|SS) 54
SSJ 55|BNN 56
BNN 61|MIF 62
Aircraft 3 MIJF 63|BOO 65
Roundtrip 3 BOO 66|MQN 67,
MQN 68(BOO 69
BOO 70[BNN 73

BNN 4(BOO
Aircraft 4 BOO 8Man 9
Roundtrip 1 Man 101BOO 1
BOO 12|SSJ 14
SSJ 15|BNN 16
BNN 22|SSJ 23
Aircraft 4 SSJ 24|BOO 26
Roundtrip 2 BOO 27|SS) 29
SSJ 30|MJF 31
MIJF 32|BNN 33
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Cluster 3:

Distance 5719
Cost 95438
Time 21
Best sol. sec 127
Variables 120830
Constraints 67902

sac3 .Departl,!re : Arrival.

Airport Time |Airport Time
TOS 8|BDU 9
Aircraft 1 BDU 10|ANX 12
Rounditrip 1 ANX 13|LKN 15
LKN 16|EVE 18
EVE 19|TOS 21
TOS 27|ANX 28|
Aircraft 1 ANX 29(LKN 31
Roundinn2 LKN 32|SKN 34
SKN 35|EVE 37
EVE 38|TOS 40
TOS 53|SKN 55
Aircraft 1 SKN 56|NVK 57
Roundtrip 3 NVK 58|BDU 60
BDU 61|ANX 63
ANX 64|TOS 65

TOS 2|SKN
Aircraft2  [SKN 5(LKN 7
Roundtrip 1 [LKN 8|SKN 10
SKN 11|TOS 13
TOS 35|Svl 38|
Aircraft 2 Sv) 39|SKN 40
Roundtrip 2 SKN 41|LKN 43
LKN 44(S0)J 49
S0J 50|TOS 52
TOS 60|LKN 64
Aircraft2 |LKN 65(SVJ 66
Roundtrip 3 |SV) 67|SKN 68
SKN 69|TOS 71
TOS 9(s0J 11
Aircraft 3 SOJ 12|NVK 14
el NVK 15[SKN 16
SKN 17|S0J 21
S0J 22|TOS 24
Aircraft3 |TOS 59(s0.J 61
Roundtrip 2 (SOJ 62|TOS 64
Aircraft3  [TOS 67|EVE 69
Roundtrip 3 [EVE 70|TOS 72
Aircraft 4 TOS 17|NVK 19
Roundtrip 1 NVK 20|SVI 21
SVJ 22|TOS 25
Aircraft4 [TOS 36|EVE 38|
Roundtrip 2 [EVE 39|TOS 41
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Cluster 4:

Distance 5263
Cost 97 877
Time 20,25
Best sol. sec 4500
Variables 183 146
Constraints 100 460

saca ‘Departu‘re : ArrivaI.
Airport Time |Airport Time
LKL 2|BVG 4
BVG 5|BJF 6
Aircraft 1 (BJF 7|\VAW 8
Roundtrip 1 [VAW 9|VDS 10
VDS 11|KKN 12
KKN 13|LKL 15
Aircraft 1 LKL 36|VAW 39
Roundtrip 2 VAW 40}VDS 4
VDS 42 (LKL 44
LKL S54|HFT 56
Aircraft 1 HFT 57|KKN 61
Roundinpa KKN 62|VAW 64
VAW 65|HVG 67
HVG 68[LKL 69
Aircraft 2 LKL LIKKN 3
Roundtrip 1 KKN A|ALF
ALF 9|LKL 10
LKL 14|ALF 15
Aircraft2  [ALF 16|HAA 18
Roundtrip 2 |HAA 19|HFT 20,
HFT 21| LKL 23
LKL 45[KKN 47
KKN 48(VDS 49
Aircraft2 (VDS 50(BJF 51
Roundtrip 3 [BJF 52|MEH 54
MEH 55|HVG 57
HVG 58|LKL 59
LKL 5(HVG 6
HVG 7|MEH
Aircraft3  [MEH 10|HVG 12
Roundtrip 1 |HVG 13|HFT 15
HFT 16|ALF 18
ALF 19|LKL 20
LKL 60|ALF 61
Aircraft 3 ALF 62|HFT 64
Roundtrip 2 HFT 65|HAA 66
HAA 67(HFT 68,
HFT 69| LKL 71
LKL 13|KKN 15
Aircraft 4 KKN 16|VDS 17
Roundtrip 1 VDS 18|KKN 19
KKN 20|HVG 22
HVG 23| LKL 24
Aircraft4 |LKL 40(ALF 41
Roundtrip 2 [ALF 42|LKL 43
LKL 52|BJF 54
BIJF 55|BVG 56
Aircraft4 |BVG 57|BJF 58
Roundtrip 3 |BJF 59|VAW 60
VAW 61|VDS 62
VDS 63| LKL 65
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Scenario 5:

Cluster 1:
s5C1 Departure Arrival Distance 762
Airport Time|Airport Time | [Cost 15774
Aircraft1 |TRD 1{osy 3| |Time 3
Roundtrip 1 |OSY 4(TRD 6| |Bestsol. sec 0
Aircraft2 |TRD 5|0SY 7| [Variables 2 636
Roundtrip 1 [OSY 8|TRD 10| |Constraints 2237
Aircraft2 |TRD 61|0SY 63
Roundtrip 2 |OSY 64|TRD 66
Cluster 2:
s5C2 Departure Arrival Distance 1657
Airport Time|Airport Time | |Cost 43280
Aircraftl |MIJF 2|MQN 4| |Time 10,25
Roundtrip 1 |MQN 5|MIJF 7| |Bestsol. sec 24
MIJF 21{MQN 23| |Variables 27227
Aircraftl [MQN 24|SS) 26| |Constraints 17 406
Roundtrip 2 |SSJ 27|MQN 29
MQN 30[MJF 32
Aircraft1 |MIJF 50|MQN 52
Roundtrip 3 |MQN 53|MIJF 55
MIJF 13|SS) 14
Aircraft 2 SSJ 15(BNN 16
Roundtrip 1 BNN 17|RVK 19
RVK 20(SSJ 22
SSJ 23[MJF 24
MJF 28(SSJ 29
Aircraft 2 SSJ 30(BNN 31
Roundrip 2 BNN 32(RVK 34
RVK 35(BNN 37
BNN 38|MIJF 39
Aircraft2 |MJF 46|MQN 48
Roundtrip 3 |MQN 49|MJF 51
MJF 47|SS) 48
Aircraft 3 SSJ 49|BNN 50
Roundtrip 1 BNN 51|RVK 53
RVK 54|SSJ 56
SSJ 57|MJF 58
Cluster 3:
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s5c3 Departure Arrival Distance 1028
Airport Time|Airport Time [ |Cost 26529
BOO 1{LKN 2| |Time 4,25
Aircraft1 |LKN 3|SKN 5| [Bestsol. sec 21
Roundtrip 1 |SKN 6|SVJ 7| [Variables 16 949
SVJ 8|BOO 9| |Constraints 11244
BOO 44|LKN 45
Aircraft 2 LKN 46|SVI 47
Reud e N 48|SKN 49
SKN 50|LKN 52
LKN 53|BOO 54
BOO 53|LKN 54
Aircraft 3 LKN 55|SKN 57
T L SKN 58|SVIJ 59
SVl 60|LKN 61
LKN 62|BOO 63
Cluster 4:
s5ca Departure Arrival Distance 1484
Airport Time|Airport Time | [Cost 38202
TOS 4/S0J 6[ |Time 6,75
Aircraft 1 SOl 7|EVE 10 Bes.t sol. sec 234
e i EVE 11{NVK 12| |Variables 39728
NVK 13|EVE 14{ |Constraints 23955
EVE 15[(TOS 17
Aircraft2 |TOS 1{sol 3
Roundtrip 1 |SOJ 4|TOS 6
TOS 9|BDU 10
Aircraft 2 BDU 11|EVE 12
RG] EVE 13(NVK 14
NVK 15(ANX 16
ANX 17(TOS 18
Aircraft2 |TOS 56|S0J 58
Roundtrip 3 [SOJ 59|T0S 61
TOS 49|BDU 50
Aircraft 3 BDU 51|EVE 52
e s L EVE 53|NVK 54
NVK 55|ANX 56
ANX 57|T0S 58
Cluster 5:
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Distance 5263
Cost 97 877
Time 20,25
Best sol. sec 4500
Variables 183 146
Constraints 100 460

S5C5 .Departlfre : Arrival.

Airport Time |Airport Time
LKL 2(BVG 4
BVG 5(BJF 6
Aircraft1 [BJF 7(VAW 8
Roundtrip 1 (VAW 9|VDS 10
VDS 11|KKN 12
KKN 13|LKL 15
Aircraft 1 LKL 36(VAW 39
oD VAW 40|VDS 41
VDS 42|LKL 44
LKL S54{HFT 56
Aircraft 1 HFT 57|KKN 61
e KKN 62(VAW 64
VAW 65[HVG 67
HVG 68[LKL 69
Aircraft 2 LKL LIKKN 3
Roundtrip 1 KKN A|ALF 8
ALF 9[LKL 10
LKL 14|ALF 15
Aircraft2  |ALF 16|HAA 18
Roundtrip 2 |HAA 19|HFT 20
HFT 21|LKL 23
LKL 45|KKN 47
KKN 48|VDS 49
Aircraft2 (VDS 50(BJF 51
Roundtrip 3 |BJF 52({MEH 54
MEH 55(HVG 57
HVG 58[LKL 59
LKL 5|HVG 6
HVG 7|MEH 9
Aircraft3  |MEH 10[HVG 12
Roundtrip 1 [HVG 13[HFT 15
HFT 16|ALF 18
ALF 19|LKL 20
LKL 60|ALF 61
Aircraft 3 ALF 62(HFT 64
Roundirip 2 HFT 65(HAA 66
HAA 67(HFT 68
HFT 69[LKL 71
LKL 13|KKN 15
Aircraft 4 KKN 16|VDS 17
ourdiind VDS 18|KKN 19
KKN 20[HVG 22
HVG 23|LKL 24
Aircraft4 (LKL 40|ALF 41
Roundtrip 2 |ALF 42|LKL 43
LKL 52|BJF 54
BJF 55|BVG 56
Aircraft4 |BVG 57|BJF 58
Roundtrip 3 |BJF 59|VAW 60
VAW 61(VDS 62
VDS 63[LKL 65
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Appendix H: The mathematical model used and the notations

The whole model used including the extensions, and excluded the unnecessary constraints.

Sets:
N set of nodes
A set of airports
P set of aircraft
ARC set of arcs (i,j)) € ARC,i e N \{N},j € WM\{0}
Parameters:
T Number of time periods
R Number of roundtrips
Tmax The longest travel time between the nodes
M Big number
Rmax Maximum duration of the route in time periods
v Visit frequency for node j JEA
djj Distance from node i to node j IEN,JEN
ttij Travel time from node i to node j IEN,JEN
sd Service time at the depot in time periods
I The maximum allowed number of landings during one roundtrip
la The maximum allowed number of landings at each airport for each aircraft on each roundtrip
Cij The cost of flying from node i to node j IEN,JEN
Decision variables:
Xijptr 1 if aircraft p leaves airport i in time period t to go to airport j on roundtrip r, 0 otherwise
(i,j) e ARC,peP,re1..Rt€1..T
Yijper 1 if aircraft p arrives at airport j in time period t from airport i on roundtrip r, 0 otherwise
(i,j) e ARC,peP,r€ 1..R,t € 1..T
Dor The distance flied by aircraft p on roundtrip r
TC The total cost of all the routes flied during the time horizon
FT Total flight time for all the legs flied during the time horizon.

Mathematical model

min Z

T R
Z Z Z Xijper * dij

(i,/))EARC peP t=17r=1

T T
ZXOJ'IM = ZXuqm p €P,r € 1..R,(i,k) € ARC
(0,/))EARC t=1 t=1
T T
ZXijt‘rz Z ZXi6ptr peEP,rel.Rr
(0,j))EARC t=1 (i,6)EARC t=1

T T
ZZXU-W= szjkw jEApPEPTEL.R

EN t=1

KEN t=1

S S Y K 2 v jea

(i,J))EARC pe® t=1r=1

(15)

(16)

A7)

(18)

(19)
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T T
Z z Xoiptr 2 Z Z Xint(r+1)

t=1i€A t=1i€A

Z XO]ptr ==

(0,/))EARC t=1

Xijptr = YL]p(t+ttL])T
Z Xijptr = Z Xjkp(t+1)r
iEN KEN
T
Z Xijptr =0
t=T-Tmax
T
M 1= Xopueren
JEA u=1
T
+ Z Z Xiju(r+1) *U
jEAuU=1
2 > Vigper * (¢ + 5)

iEA
Xijptr € {0'1}
Yijptr € {0'1}
T
>x

(i,/))EARC t=1

ijpt * tt;j < Rmax

T
Xijper < la
t=1 (i,j)€ARC

> Y Sh e S Y

(i,j)EARC p€EP r= (i,j))EARC peP r=

) ZZXW £ ZZYM)W <

(0,j))EARC peP r= (i,N) pePr=
T

Xl]ptr == l
t=1 (i,j)€EARC

Z IPRRTEE

t=1 (i,j)€EARC peP r=1

Z Z Xl]ptr =

t=48 (i,j)EARC peP r=1

Z Xijper- dij = Dpy

t=1 (i,j)€EARC

peP,rel..R—-1

rel..R,peP

(i,j) EARC,p € P,
tel..T —Tmax,r € 1..R

jeEApEPtel.T—1,r€R

(i,j) EARC,p e P,r € 1..R

tel..T,pePrel..R-1

(i,j) € ARC
(i,j) € ARC

peEP,rel..R

pEP,rel..RjeEA

tel.T,jeA

tel..T

p€E€EP,rel..R

jeA

jEA

p€E€EP,r €l1..R

(20)

(21)

(22)

(23)

(25)

(26)

(27)
(28)

(29)

(30)

(1)

(32)

(33)

(34)

(35)

(36)
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d X ttij * 15
Xijptr * T =FT (37)

T R (38)
Z ZXi}'ptT*Cij =TC

TC,Dyy, FTyr > 0 (39)
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