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Summary

Demand for air transport has been of great interastern for government policy makers
as well as airline operators. However, the stddyrdransport demand in Norway is scanty.
This study is therefore, initiated to fill ishgap in knowledge. The central obyect
the study is to investigate factors affectiiognestic air transport demand in Norway.

It is hypothesized that demand for air transperaffected by its own price, price of

substitute mode of transport, income and othermreatdactors. The study is aggregate in
nature. It takes the country as whole as a undnaflysis. The data utilized are all time
series. All necessary statistical tests were membduding stationarity and co-integration
and found that all variables are integrated deof. Autoregressive regressive distributed

lag (ARDL) is employed as a method of analysis.

It is found that the variables are ctegnated. In other words, they have long run
relationship. The estimation result shows thabime and price of substitute affects demand
positively while own price affects it negativelyhd responsiveness of air transport demand
to both prices are found to be less than unity lrothe long run and short run though it is
higher in the long run. The elasticity of demaadnicome is higher than unity in both time
horizons. This shows that demand relatively etasith respect to demand and inelastic
with respect to price. Demand for air transpofflorway found to be influenced by external
actors such 9/11 terrorist attack. It is discosdteat 9/11 attack reduced domestic demand

significantly at least for short run.
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1.0 Introduction
1.1 Background of the Study

The demand for air transport is of great interedidth business managers and government
policy makers. Information about demand is helpfi only for strategic decision, but also
for day to day operation of airlines. Capacity ngeraent, pricing decisions, entry strategies
all depend on demand information. Government pohekers are interested in demand for

air transport to control and regulate the marketexpand necessary infrastructure.

Air transport is the major mode of transport fosgenger in the world when it comes to
international travel. Its role in freight transpatalso increasing from time to time due to
emergence of just in time production philosophiae Tole of air transport in domestic travel
varies from country to country. In countries liMerway it plays an indispensable role in
economic and social activities of the country. Tlesmainly attributed to physical,

geographical and demographic feature of the coumorway is characterized by long
coastal lines, mountainous terrain, and long snawmgers which hinder the development
and use of surface based transport. The sparségbiopus also an impediment for road and

rail transport development(Lian, 2010).

Historically the modern air transports in Norwagrggd in the 1960s. It is believed that the
industrial development and oil discovery boasteddaévelopment of the sector. Following
worldwide air transport deregulation, Norway hasedelated its aviation industry starting
from 1994. The 1997 deregulation was a landmarkonwvegian aviation industry. It has
allowed new firms to enter into the market that eomp with low price and better quality

service that can increase demand(Mufoz, 2012)

Currently, the Norwegian air transportation systemsupported by 52 airports with
scheduled flights and dozens of small airportstetan different parts of the country. Most
of these airports are operated by AVINOR, which state owned profit making enterprises.
It accounts for 98% of domestic and 86% of inteorat! passenger movements. Domestic
travel is mainly provided by three airlines. Them@ Scandinavian Airlines (SAS),

Norwegian Air Shuttle and Wordroe.



The number of passengers transported domesticaéigtimated to be 10 million in 2017.
The trend shows a variable degree of growth. Basethta from Statistics Norway (2018)
it can be seen that air transport demand measurddrins of number of passengers
transported has been increasing rate up until 2G806wever, the rate of growth slowed

down in the last decade. It has not shown anyifgignt growth since 2010.

This poses a question as to what explains thisivan in demand for air transport. It calls
for research to investigate factors that facilitesrds the growth of air travel demand

which this paper is aimed at.

1.2 Problem statement

As it is mentioned above, information regardingi@vel demand is essential for both public
policy makers and airline operators. Governmenmitdates policies and strategies and
operators make decisions based on demand foretastsler to forecast air travel demand,
factors that influence should be identified andirthmpact need to be quantified. This

requires depth study on the determinants of arnetrdemand.

There are studies conducted in this manner, bytahecountry specific or subject specific.
The literature on demand for air transport in Norweahowever scanty. As to the writer’s
knowledge, there is no study that has made comepeebe treatment of air travel demand
determinants except Fridstrom and Thune-Larsen9)1@8ich is in fact too old to explain
current developments. The study used a gravityaiodestimate the parameter of interest
which has its own limitation. The model is staticnature. Aviation industry however is
characterized by a high degree of dynamism. Morngovariables like fare in other
alternative routes were not included in the mod&&tudy byYusuyin & Sun (201Pmainly

focused on the impact of distance to airport, @rldnited in its geogrphical coverage.
This study is therefore initiated to fill these gagt is going to address questions like

* What factors affect the demand for air travel ithbghort run and long run?

* What the elasticity of price and income elastiatir travel demand?

* Is there relation between price of another modeawisport and air travel demand?

* How is it going to be after say five years?



1.3 Objective of the study

The main objective of this study to investigatedas that could affect demand for domestic
air transport services in Norway. The study willimsite the magnitude of the impacts of
factors such as income and price. In effect, tl@nme and price elasticity of air travel

demand will be estimated. An attempt will be mamléotecast air transport demand.

1.4 Significance of the Study

The study contributes a lot to both theory andforaclt adds value to existing literature on
air transport demand and serve as a resourcettoeftesearch. Its practical significance is
also unquestionable. Airline operators, Airport gpens, transport policy makers will find

this research useful in their undertakings.

1.5 Scope and limitation of the study

The study focuses on domestic passenger air transpavices in Norway. This means
passenger movement to and from Norway is not caveyethis study. It is also aggregate

in nature. It does not investigate the inter-sitie inter-air ports passenger movements.

It used aggregate data spanning from 1979-201¢hntovers forty years of data. Thus,
one can see limitation from sample size. Anothallenge was lack of price data. Perhaps
the most important challenge was inconsistency &t drom Statistics Norway and
Transport Economics Institute with regard to pageetkilometer for some data points.
Since. Another problem is was data was availabl®und to nearest number which rises
to same values from year to year. Neverthelesspsttefforts have been made to maintain
the quality of the research.

1.6 Organization of this paper

The paper is organized into five chapters. As shatsve the first chapter deals with
introduction in which background and rationales $tudy among others are presented.
Theoretical and empirical literatures were reviewed presented in chapter two. This is
followed by methodological approach which is wedlated in chapter three. In this chapter



source and nature of data, estimation proceduresliacussed. Chapter four deals with
presentation and discussion of estimation resutiste results were interpreted inline with
economic theory and previous research. Conclugiverks are made at the end chapter.
The report also includes list of references, anaes appendices. In annex parts some
methodological rigors which are not implementethim study are annexed for comparison
purpose are presented. Appendices includes samggglaphs and tables which not critical

to put in the main part of the study



2.0 Literature Review

2.1 Theoretical Framework

2.1.1 TheNotion of Transport demand

Demand for a good or service generally shows tltaatify that consumers are willing and
able to buy. Transport service is demanded natsamwn sake, but as a means to fulfil the
demand of goods and services at a place of destinatAir travel demand is not an

exception to this. Consequently, air travel demendenerally considered as a derived
demand. As a demand for goods and services inaeasds the demand for transport.
Peoples travel to satisfy their need for healtisule, work at particular location (O'Connor,
1995).

Air travel demand has also many other peculiarisesh as cyclicality, peaking and
perishability. The demand for air transport isrelcéerized by a high degree of fluctuation
in time. It goes with economic business cycle. kitgpis another major characteristic of
air-transport demand. The most common form of pepks seasonality, where demand
increases during the summer months and holy dagstteen declines during the winter
months. This is mainly because the weather is rfawerable, and individuals have more
time off during summer. Thirdly demand for airrtsportation is perishable. Any unsold
seat cannot be kept as inventory for sale on anaig It is lost as revenue-generating
products (Vasigh, Fleming, & Tacker, 2008)

2.1.2 Themotivation for air trave

Generally, air travel is either for business orléasure purpose. Business travel involves a
journey necessitated by one’s employment and paibyf the employer. The leisure market
contains two broad categories, holiday travel aadel whose primary purpose is visiting
friends or relatives (often referred to as VFR)isuee travelers, unlike those travelling on
business, invariably pay their own fares out ofrtben pockets. There is, finally, a small
proportion of air passengers who do not fit inte thusiness, holiday or VFR categories.
These include students travelling to or from tipéaice of study, those travelling for medical
reasons, and migrants moving to another countrgyTinay be grouped together as a

miscellaneous or ‘other’ category(Doganis, 2002).



2.1.3 Factorsinfluencing Air Travel demand

There are multiple factors that influence demaméiotransport. It depends on a host social,
economic and transport specific factors. Own prite, price of alternative modes of
transport, consumer’s income, taste or prefererfiddeoconsumer are among the major
determinants of demand. These factors are extdpsii@ussed in most of air transport
economics and management textbooks such as (Doga02; Holloway, 1997; O'Connor,
1995; Vasigh et al., 2008).

Price of Air transport service

Price is one of the most important factors thactfthe air transport demand(Doganis, 2002;
Vasigh et al., 2008). Price change has two effdctshanges the purchasing power of the
consumers’ income (income effect) and the relax@ressiveness/cheapness of the service
(substitution effect). Assuming air transport ismal good both effects make the demand
of air transport to rise as the price falls. lingortant to note that the price of air transport
services embraces considerably more than the simpiey cost paid out fares and other
fees. It should also include time costs, waitimgeicurity and so on which are combined to

form a generalized cost index(Button, 2010).

Price of related services

The demand for air transport service can also fhgeinced by the price of other modes of
transport. Train, bus and cruise ship transporsc@stitute air transport in short hauls. Thus,
when the price of the alternative mode of servicange, say increase, travelers tend to

substitute air transport for other modes and versa.

Communication technologies such as computer liodsference telephone calls and video
telephone have emerged as an alternative to airlpge particularly business travel. During
economic downturn most businesses rely on facsiméehines, electronic mail, and video
conferences in place of air travel. Tourist tragelikely least affected by these electronic
techniques(O'Connor, 1995).



Air transport demand can also be affected by tleemf complimentary product or services,
which are usually used jointly with air transpdkttypical example in this regard is hotels,
rental cars and tourism related services. Sinceyrfasure and business travelers have to
stay in hotels while on their trip, the price oéthotel will affect the demand for air travel.
For example, if the average price of a night's staygiven destination is to increase, fewer
people would want to take a vacation in that pla¢eis the demand for travel to that place
will be reduced. This implies that the price ofcanplement has negative effect on demand
for air transport(Holloway, 1997)

Incomeor GDP

Income is another most important factor that inficeethe ability to travel(Doganis, 2002).
It has both direct and indirect effects. Assumiirgtravel is normal good, rise in income
increases the purchase of the travel and vice vEeligher income individuals likely have
more holidays and more likely to travel as para @db, particularly with multinational, city
financial and legal organizations(Cole, 2005).ddition, as it is mentioned above transport
demand is derived demand. Hence, the increaseamia increases the demand for all goods
which in turn increases demand for air travel. Tdais be considered as an indirect effect of
income. The overall economic and business actigityneasured by GDP among other
measures. An increase in GDP therefore accompéyi@acreased transaction and traffic

movements.

Population

Population is the major source of demand for arodgand service. There are two conflicting
hypothesis on its effect of population. While irase in populations increases the size of the
market, it also reduces the per capita income wticitd reduce demand for travel(Doganis,
2002).



Taste

Taste or preference refers to the appetite thahswemer has toward a good/service. It shows
the orientation and attitude toward air transpibiis influenced by the environment where
the consumers live. The major problem with thisalale is the difficulty of measurement.
In the neoclassical demand theory, it is mainljeéd in the shape of utility and demand
function and assumed to be given. So change ie tast also affect the underlying form of
the relationship between air travel demand andrataeables(Button, 2010). But taste can
also change with time.

T he socio-economic environment

The social environment is also important in all ke#s since it determines the number of
days of holiday available for travel or leisure awtial attitudes towards travel. In some
countries the number holidays are limited. Morepwarkers like in Japan, do not take all

the holidays they are entitled to but stay at wdrksome societies social attitudes to women
holiday making on their own is not acceptable. Bhi@gposes constraints on air transport
demand(Doganis, 2002).

Supply Factors. Comfort, Safety, Convenience

Demand also depends on supply factors. Both qyaatitd quality of supply influence
demand by changing real cost and tastes of theunmgrs According to Taneja (1971)
comfort, Safety, Convenience are among the majteraenates of air travel demand.
Comfort is related to the comfort in the aircraftk as in flight services and seat density, as
well as comfort at the airport such as lounge ses:i Safety refers to the likelihood of
fatality in travelling. It can be measured by ths@ute number of passenger deaths due to
aircraft accidents. Convenience is associated extiess capacity, an increased number of
flights in any given market, increasing number nfjios and destinations, more and more
direct flights, city-center baggage check-in locas, etc.

The problem of these type of variables is thas gxtremely difficult, if not impossible, to

quantify.



Random Factors

Air transport demand is also affected by many othaernal shocks such as such act or
threat of terrorism, outbreak of epidemics suclSARS. For instance the terrorist attacks
of 11 September 2001 reduced demand for air travedjuite some time (Vasigh et al.,
2008)

2.1.4 Air transport demand models

We can generally classify air travel demand modsIsicro or disaggregated and macro or
aggregated model. The micro models explain howiddals make travel decisions and

factors affecting demand at the individual houséhl@vel. This model depends on

optimization behaviors of individual travelers.

The demand of air travel between two air ports ity pairs can also be considered as
disaggregated model. The typical model used in dkgect is gravity model (Verleger,

1972). It is the extension of gravitational law physics discovered by Newton.

Mathematically it is expressed as

B, is anyconstant
T; istraficmovemenbetweeany twgoints

PP ispopulationf thetwoplacesiandjrespective
D, distancbetween &two

The model states that travel between two citieoantries is inversely proportion to distance
between them. This principle is obvious for surfae@sportation but with air transport the
matter becomes more complicated(O'Connor, 1995)a laery closer cities, say 100
kilometers apart, they may not be any air travelllat The time cost and uncertainties of the
whole process of getting to and from airports, dtag in check in lines, and waiting out
operational delays outweighs the benefit of tim@rgafrom air travel in short distances.
O'Connor (1995) argued that the basic law of gyatite inverse relationship ship between
demand and distance, may apply for longer distafigshis preposition can be challenged.

As distance continues to rise air transport becamesnost relevant if not the only possible



mode of transport. Thus, one can hypothesizeshieagffect of distance on travel could be
positive in short distances, negative in long dista and may become positive in very long

distances.

The other factor included in the basic gravity mladepopulation. The model states that
population is directly proportional to volume of &iaffic. In larger cities the demand for

goods and services are high attracting more pdogtavel to them.

The simple model may be extended accommodating memiables like income or GDP.

Income is directly proportional to air transportaiend.

The type of city whether predominantly manufactgyioommercial, tourist or institutional
city is a factor that can be considered in the rektel model. Commercial cities are those
cities that serve as hub of finance, insuranessport activities while institutional cities
refers to the capital of national or state govemmimer college town. Predominantly
manufacturing city will be likely to generate lgsaffic than a city in other classification,
ceteris paribus(O'Connor, 1995).

The model is mainly used to understand demand dar routes where historical data is
lacking. Generally since cities are stationarg, itodel has been applied to cross-sectional
models of travel (Verleger, 1972). However, it disads its self for dynamic time series and

panel data approach.

As discussed in Verleger (1972) the other mostueatly used model in the literature on
the demand for travel is aggregate model. Thidehtreats all air travel, usually measured
in revenue passenger miles, as a homogenous coitynaodi bears a strong kinship with
many other aggregate demand functions such asofggec. However, while models for
commodities have a strong connection to some uyidgrinicroeconomic relationship, the
aggregate travel demand model has almost no caondct the underlying micro- travel
demand functions. This model has been useful faowtting purposes and revenue
forecasting.

In most aggregate works the aggregate measurentdruteis postulated to be a function of
some measure of price, a measure of average nathmoae, and perhaps some measure

of an alternative method of travel.
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RPK, = B,FAY/

Where RPK is revenue passenger kilometer, Y repteger capita disposable income and
F is index of fare.

In this study, the aggregate air travel demand maetldoe applied in line with the objective
of study. The detailed econometric specificatiod ather methodological issues will be

treated in chapter 3.

2.2 Empirical Literature

Various scholars have conducted studies on aisp@m demand in different context and
from different perspectives. Some the studies ({ite (2014) and Abed, Ba-Fail, and
Jasimuddin (2001) and many others have focusedtemational air travel demand. There
are also studies which dealt with demand for doimest transport services. In this short

survey of literatures some studies on domestitrarel model will be reviewed.

Kopsch (2012) has conducted a study on air trabsigonand in Sweden based on monthly
aggregated data. It employed Praise Winston regmesnodel which is used to correct for
serial correlation in linear models. The study fduhat air transport demand is inelastic
with respect to price in the short run but elastithe long run. It is also found that leisure
travelers are more sensitive to price change thasmbss travelers. We can also see from
the study that the cross-price elasticity betwaearad railway travel is positive justifying
their substitutability.

In another study population and government exparelit are found to be the major
determinants of domestic air travel demand in Séudbia(Ba-Fail, Abed, & Jasimuddin,
2000). The study applied a simple linear regressiodel to come up with this conclusion.
The major limitation of this study is that it sulerom the small sample data. It used annual
data ranging from 1971 to 1994 which makes thd tdiaervation of 22. This is too small
to apply econometric models.

The study by Marazzo, Scherre, and Fernandes (20M€5tigated the relationship between
air transport demand and economic growth in Braie study differs from others in its

11



application of Vector error correction model anda@yer causality test. The major finding

of the study is that economic growth and air transgdemand measured by the number of
passengers are co-integrated. That is, they lwangeterm relationship. The causality test
also shows air transport demand responds to ecaengnowth. However, it is not without

limitations. It did not control for other varialsl¢hat can affect air transport demand.

A similar study with the aim of investigating teRort- and long-run effects of economic
growth and market shocks such 9/11 terrorist ks$tathe Iraq war, SARS epidemic and
2008 financial crisis on passenger transport demesag conducted in USA by Chi and
Baek (2013). By using an autoregressive distribusgg (ARDL) approach, economic
growth, 9/11 terrorist attack, SARS epidemic found have an effect on passenger air
transportation services in both in the short nud l@ng run.

Demirsoy (2012) has analyzed analyze air transpodel based on data collected from
Turkey, UK; France and Brazil. The data structuiswpanel consisting of 20 years of
observation from each country. It investigateddesthat determine domestic air transport
service demand using fixed effect model of pan&d daproach. Population and income are
found to be the most significant factors that eixmd the variation in demand for air
transport. Explanatory variable like crude oil prithe number of passengers in a high speed
railway, deregulation dummy were included but & found to be insignificant. The major
problem of the model is that it includes some @vaht variables that may lead to biased

and inconsistent estimates.

Availability of alternative mode of transport carfluence the demand for air transport. In
this regard Park and Ha (2006) studied the poteimigact of development of the speedy
railway on demand for air transport. The studyeadsfin its approach from other air transport
demand studies. It measures demand based on thé gtaference rather than the revealed
preference approach which is mostly used in mostthef other researches. It is

microeconomic approach in the sense that data eadected from individual households

using survey. Based on the data collected from@2@eholds, the study found that demand

for air transport would decline if high speed raihd are developed.

In Norway one would pick the work of Fridstrom afldune-Larsen (1989). The study was

conducted some 25 years back, but laid an impoftamidation in air travel demand study
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in Norway. It investigates the demand for air t@ors using gravity model. It combined
cross sectional and time series data relating tenéine transportation network in Norway.
Medium and long-term demand elasticities with respe price and income were estimated
and found to be in line with economic theory. Thedyg is, however, may not reflect the

current reality of Norwegian aviation industry.

The most recent study was made by Yusuyin and 2042) which deals with the
relationship between distance to airport andrawel demand. Based on the data obtained
from four airports found in Mgre and Romisdal cquot Norway, distance to airport was

found to be insignificant in affecting air travedrdand.
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3.0 Methodology

In this chapter the methods that were used to tigags the problem are discussed. These
includes how the data are obtained, examined, attinand analyzed among others.
Different alternative models will be specified atidcussed. The problems of time series
analysis like stationarity along with remedial meas is going to be discussed in this
chapter. It also reviews methods of testing coirateggn among variables. Evaluation of

different alternative models is the main themehdd thapter.

3.1 The Data

The study is based on secondary data sources. dfidee data are retrieved from the
Statistics Norway which is responsible for officshtistics collection and compilation in
the country. Passenger kilometers, air travel pnidex, rail travel price index and per capita
income were obtained from Statistics Norway. Salai were also triangulated against
data from other sources like Transport Economissitlrie. In addition, some missing data
points on number of passenger and passenger trangee obtained from Institute of

Transport Economics, Norway.

The data covers the period from 1979 to 2017.trAmsport demand is measured Passenger
kilometer (PKM), a variable which is commonly used similar studies. Real Gross
domestic Product per capita (RGDP per capita) anttaavel price index were chosen as
explanatory variables. All variables were transfedimto logarithms as it is usually the case
in most of Econometric study. Logarithmic transfation also solves potential

heteroscedasticity problem.

3.2 Stationarity analysis

The first step in a time series analysis is to khéthe data are stationary. The standard

regression analysis assumes that all variablestatienary. As defined by Gujarati (2010),
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a given random variable or process, is said to be stationdryhen its moments are time
invariant. In other words,

I. lts mean or expected value is constant over tim&(y,) =u

i Its variance is constant over time V§Y,) =0

ii. The auto-covariance between any two time periogsmids only on the distance

or gap between the two time periods (h) and ndaheractual time at which the

covariance is computed (t) that BOv(Y,, Y., ) =&

If a variable is stationary in level, it is said be integrated of order zero, symbolically
denoted ay, ~1(0). The typical example of | (0) process is whitésegprocess (error

term). Some variables become stationary afterdifeerencing, 4y, = y; — y;—1.
A variable that becomes stationary after first afiéihcing, 4y, ~ I(0) is termed as

integrated of order one, I(1). For instance randeatk process which has the form of
Y=Y, t& is  I(1). In the same fashion a variable whishsiationary after second

differencing is | (2) etc.

In practice, most of the economic variables arestaitonary in level, which poses the major
challenges to econometric analysis. Regressingnonestationary time series upon another
non-stationary variable may lead to the so calfsdisus regression where estimators and
test statistics are misleading (Verbeek, 2008). Gften obtains a higR? and a significant
relationship even though there is no meaningfdti@hship between the variables. Non-
stationary can also be the source of serial crogi(Gujarati, 2010).

There are several methods that can be used tstétisinary of a given time series. They are
widely discussed in almost all standard economdgktbooks like Verbeek (2008).
Institutively looking at the graph of the variabteye can see if the variable is stationary or

! This is a type of stationarity known as weak ovas@ance stationary. Strict stationarity
requires that all moments of the variable are timariant. In most practical situations,
however, weak stationarity often suffices. Furtherenif a stationary process is normal, the

weakly stationary stochastic process is also Btratationary.
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not. If the variable depicts some sorts of upwaradifaward trending, we should suspect for
non-stationary. Such a trending may suggest tleatrtbéan is changing from time to time.
Another method of detecting stationary is usingeatrelation function (ACF) which is the
ratio of covariance at lag k and the variance winatefined as
A

Yo,
“ Y

[1]

where y =E(y.~Y) and, =E(y-y )

High level of autocorrelation coefficients at varsolags up to certain lags is an indication
of non-stationarity.

The formal methods of testing stationarity was filsveloped Dickey and Fuller (1979) as
cited in Verbeek (2008). This section is mainly dsth®n discussion by Verbeek (2008)
unless mentioned otherwise. Non-stationarityarée from presence of unit root, trend or
both. The Dickey Fuller method tests the preseariagnit root or stochastic trend in the
process. The method is based on one of the fallpwihree specification of Autoregressive
models depending on the nature of the data gengratocess.

Y, =6y, *8 [2]
y,=0+06y,_ +¢ [3]
Y, =0+08y,,tt+e [4]

The first specification is pure random walk mod&he second adds an intercept term/drift
while the third includes both intercept and lingare trend.

In all cases we are interested in testing if thenenit root that is If6= 1 or not. Thus we
test H,:@=1(unit root) against the alternativélo:|6?| <1(stationary). However, the

critical value is different under each scenario.
In practice, it is convenient to conduct hypothéssting by setting a parameter to zero under
null hypothesis. Accordingly, the model in Equat|éh [3] and [4] can be transformed into

the following specifications by deducting,(,) from both sides

oY, =Tya t& [6]
Ay’( = 5+ ﬂy’(—l + g’( [7]

2|f we find clear positive or negative trend irecommended to conduct DF test with trend.
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Dy, =o+my, th+g [8]
Where 7= (6-1)

Now we test for the hypothesH, : 77=(6-1) = 0 which is equivalent to testing fa&t =1.
The test statistics is calculated by

_6-1_

S

The critical values cannot be obtained from stashdalistribution. This is because does

9]

not have t-distribution under null hypothesgs#£ 1 i.e non- stationary) even asymptotically.
Non-stationary by its nature invalidate the staddaesults of OLS estimatér
Consequently, we need to use critical values oérotppropriate distribution of Dickey-
Fuller statistics which is skewed to the left. @sesult, the critical values are less than the
one obtained from t-distribution. For instance, Yery large T, the 5% critical value are -

2.86 as compared to -1.95 under t distribution.

The Dickey- Fuller test can be extended to theatitn where errors are correlated and unit
roots of higher order autoregressive models. Ia taise it is called Augmented Dickey
Fuller test.

This procedure can easily be generalized to tesfirmgsingle unit root in an AR(p) process

which can be written as

P
DY, =0+1y +D gl +& [10]
i=1

P P
Wherer=> 6 -1=(6,+6,+..+6,-1) andg =- > 4, foral= 1,2,3p.

i=1 k=j+1

As mentioned before the deterministic elements @t and linear time trend) can be
dropped or added depending on the choice of theifgfaion. The lag length p is
determined based well established criteria suchkaske information criterion (AIC) and
Bayesian information criterion (BIC) or Schwarzterion which will be briefly discussed

latter in this chapter.

As alternative to augmented Dickey Fuller testhglips-Perron (PP) tests named after Peter

C. B. Phillips and Pierre Perron who have develdpedtrategy. While augmented Dickey—
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Fuller test includes lags of the first differeade the regression, the Phillips—Perron test
makes a correction to the test statistics of tledfimpent 8 from AR (1) regression to account

for serial correlation. It is robust to serial adation. KPSS is another alternative method
of testing stationarity. It differs from otherstimat it is mainly used to test non-stationarity

that arises from trend and it is based on thehygbthesis of stationarity.
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Remedial M easures

Once non stationarity is discovered a given timesgrocess, a remedial measure must be
taken. Researchers have been using de-trendingitiecencing to solve the problem of

non-stationarity. But differencing is not withquioblem. Firstly differencing;, which is

in effect differencing the error term, produces ingartible MA error process which is
problematic in estimation. Secondly there is n@uaimodel solution for long-run (Asteriou
& Hall, 2011)

As it is mentioned above non-stationarity in gehksads to spurious regression. But, there
are exceptional cases. If the variables are coamted, the regression will be no longer
spurious. What do we mean by cointegration? Whenweosay that variables are
cointegarted and how cointegration is tested? Taesessues that are going to be addressed

in following section.

3.3 Analysis for Cointegration

As it is mentioned if the variables are cointegiatbe regression will be no longer spurious
even if the variables are not stationary. In faetéstimators are supper consistent, converges
to true value as T increases faster than it usdalgs under regression with stationary data.
As indicated in Asteriou and Hall (2011), coonation refers to the situation where a
linear combinations of the variables are statipnafor instance, for two variables

yicandy, where y;,~I(1)andy, ~I(1) if their linear combination like

a,y, +a,X, ~1(0) for any non-zero values @f, anda, then the variables are said to be

cointegrated of order of 1, denoted as CI (1, 1).

Generally the time seried; ,Y, are said to be cointegrated of ordgwk), that is,
{ Vi, Va} ~Cl(d,b) whered >b>0 , if both are integrated of orddrand there exists a linear

combination of the two variables which is integdateofd -b, that is,

aYy Ty, ~ I (d _b) .
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Special case of interest is whdn=b where the linear combination is integrated of ofdle

In this case the vector of cointegration coeffitdecan be identified as parameters of long
run relationship or equilibrium relationship. Ciagration implies that variables may drift

away from each other in short run, but they mowgetioer over time and the difference

between the two remain constant or stationary.

There are at least three broad approaches fongestiintegration. The first one is Engle
and Granger method which is based on assessindgevhghgle-equation estimates of the
equilibrium errors appear to be stationary. Theosdcapproach is known by Johansen
procedure, which is based on the vector auto reiye$VAR) approach and determine the
rank of coefficient matrix. The third one is boutesting which is based Autoregressive
distributed lag model. In all the approaches trst $tep involves testing the variables for
stationarity and thereby determine their ordentégration using ADF and/or other relevant
testing procedure. By default, one call upon cgrdagon when variables are not stationary.
Moreover, some procedure specifically Jensen apprauires the variables are integrated

of the same order.

3.3.1 Engle Granger Method

Engle-Granger method is the simplest to implement anderstand. As discussed in
Asteriou and Hall (2011), Enders (2009) it invayueo steps. First, we estimate the long
run relationship between the variables indicatddvb@ssuming there are only two variables

such asy, &Y, .

Vit = Bo + 1y T € [11]

Then we obtain the residuad, =y, - 3,- B,y,,» Which is a linear combination of the

variables and test if it is stationary by runnihg following model in the second stage
~ ~ p ~
A& =0+T8_ +Y @A&_ +V, [12]
p=1

The hypothesis to be tested id,: 7=0 againsH, < C. Itis one sided hypothesis test,

where the null hypothesis is no cointegration ar-stationarity of the residual. A rejection

of null hypothesis indicates that the variablescmategrated.
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The constant is included to ensure that the rekitasazero mearfz(€) =0. The time trend

may also be included. Failing to include the timand, if one or more of the series have a
deterministic trend components, will possibly Iéaa failure of rejection of null hypothesis
of no cointegration, even though the variables mioghcointegrated. When testing whether
the original series have a unit root or not, ptiortesting for cointegration, the results
suggests that the deterministic trends shoulddleded in the regressions. If this is the case
for only one of the variables it is important telude in the cointegration relationship in
Equatiori11]. If there is more than one variable with deterstigitrend it is possible that

these cancel each other out (Bjgrnland & Thors20d4).

In testing the stationarity of the residual, ih® appropriate to use critical values from the
usual Dickey Fuller tables, since the residualadoined from regression equation. Engle
and Granger have developed alternative tables krnmwBngle—-Granger and augmented

Engle—Granger tests which is used by most reseache

3.3.2 Johansen Procedure: Cointegration in Multivariate Setting

EG approach is simple to implement and easy tenstand. However, it has its own draw
backs. In estimating long-term relationship to abtasidual, the regressors are arbitrarily
determined. In other words, it does not say angtldhout which variables should be a

regressors and why. Regressipgon y,, and regressing,, on Yy, gives different residuals

particularly for small samples. The second probtérithe method is that it cannot treat the
possibility of having more than one relationshipiabhis common when the number of

variables are more than two.

In the situation where the number of variablesmaoee than two, there may exist more than
one equilibrium relationship among the variabl€ven n variables, it is possible to have

up to n-1 vectors of cointegration. In this casshahsen procedure is the appropriate
method.

Johnsen approach is a system-based approach thabased Vector autoregressive (VAR)

methodologies. VAR models treats all variables as ndogenous.

A more complete treatment of VAR model is giverhat annex
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The VAR model has a number of advantages. Inipk to formulate and estimate. It does
not require to distinguish exogenous variablestintedion can be made by simple OLS.
Forecast from VAR model are better in most cases thnost complex simultaneous
equation model. However, it is not without limitats. It is theoretic since it is not based
on any economic theory. It results in loss of degrof freedom. Finally, the regression
coefficients are difficult to interpret since thieyally lack theoretical background. In order
to overcome this problem, researchers have dewklapgulse response functions
methodology.

If variables are stationary and there is simultgn@ioblem we adopt VAR models. We can

also use VAR when they are stationary after diffeneg but there is no cointegration.

3.3.3 ARDL and Bound Testing approach

The system which is based Johnsen procedure ahgespintegration requires that all

variables to be integrated of the same order whiwky not possible all the time.

Consequently, Pesaran, Shin, and Smith (2001) daveloped an alternative method
commonly known as bound testing which is basedragtessive distributed lag model. It
does not require the variables with same ordentefgration. Moreover, it is considered as
more appropriate methods when the sample size @l ss8 opposed to Johnsen co-
integration which requires large sample. It is @asgnplement and interpret since it depends

only on single equations.
Bound testing is based on standard F- and t-statissed to test the significance of the

lagged levels of the variables in a univariate Egpuum correction mechanism which is

specified as

p q
By, =c+ Y BAX,+D GAX +8Y 1+ A% ¢ (13)
i=1 i=0
If &5 are jointly different from zero we say that thexeointegration among the variables.

If they are cointegratey, =A% =0. This implies that the long run coefficients cam b

calculated as% . The short run effects are obtained from the eatienal ECM model
1
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The bound testing approach involves the followiteps (Giles, 2013)

In the first step the order of integration of tlaigbles is checked using conventional testing
methods such as ADF. Bound testing can only bd ws#h 1(1) and/or 1(0) variables. In
the second step, we determine the appropriatdracfisre and estimate the model specified
in Eq (13) above. Thirdly the serial correlatiordatynamic stability of the model will be
tested since the bound testing depends on the ptisanthat there is no serial correlation.
In the fourth step we perform the test if thereuglence of a long-run relationship between
the variables. In other words we test 8 are jointly significant using F test or Wald test
The asymptotic distributions of this test statsiis non-standard under the null hypothesis.
Thus we cannot use the critical from standard Fridigion. Persan has two sets of
asymptotic critical values bounds The upper bosrassociated with the situation when
all repressors are purely I(1) and the other ifytaee all purely 1(0). If the computed F-
statistic falls below the lower bound we would dode that the variables are 1(0), which
implies that cointegration analysis is not relevdhthe F-statistic exceeds the upper bound,
we conclude that we have cointegration. If thedfistic falls between the bounds, the test
is inconclusive. A conclusive inference cannot lbawsh without needing to know the
integration/cointegration status of the underlynegressors. Finally if the test result is
positive that is there is cointegration, we proceti the estimation of both long run level
model and restricted ECM model using lagged residbtained from the long run level
model. Finally we measure the long run equilibritetationship and short run dynamic
effects.

3.4 Error Correction Mechanism

The concept of cointegration is associated witloEEEquilibrium correction model, which
is one of the dynamic econometric models. Theyralated through a theorem called
Granger representation theorem which states tlavaniables are cointegrated if and only
if there exists an error correction form model fither of the two variables or
both(Bjgrnland & Thorsrud, 2014). The converse Isodrue in that cointegration is
necessary condition for error correction modelsdial.

To show this consider the simple model

ylt :IBO+IBlyZ+q [14]
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In this model,, = g, + B,y, , long run equilibrium relationship and =y, - 5, - By, is
the disequilibrium error term.
Let assume;, follows AR(1) processes, that is

§ =68, 1V, [15]
If the variables are cointegarted the error termtadionary by definition and stationarity
require$¢9| <1. Ignoring the intercept for simplicity and if wesiert the expression for long
run relationship between variables into the tinmeesegorocess of error term i. e in Eq [15],
we get

= Vu ~BYa =0(Yr-1= BY - )TV
=V =BYa t0(Yi1m BY - )V,
Adding and subtracting,,_, andf,y,_, on both sides of the last part of equation [16kgi

[16]

us the Error Correction Model which is specified as
Ay, = LAY, = 1=60)(Y1-1=BY - )TV,
Ay, ::BlA 2 _AQ—1+VI

Wheredy, =Y, - Y, e, =y, ,- By, , IS €rror correction term and} is speed/rate of

[17]

adjustment and is disturbance term.

In the short run, the variables could deviatenftbe long run equilibrium relationship. But
it adjusts itself to maintain long run equilibritnelationship, if they are cointegrated. For
instance if the error term in the previous yearej.e> 0, the equilibrium is maintained or

adjustment is made either by decreasypgr increasingy, or both. Similarly, ife,_, <0,

y1 has to increase op as to decrease or both to restore the equilibrithmas, change iny

is inversely proportional to previous year erramnter disequilibrium. As a result the rate
of adjustmentd should be negative and less than unity for stgsbndition.

Large value ofl, say 1, implies thatiyesponds (adjusts) to the deviation from equilitori

in year e fully. On the other hand if it is zero; flas an incentive to adjust to the deviation

from equilibrium in period t-1 and\X does not granger caug, (that is no cointegration

at all). The coefficient, is also called Granger causality.
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3.5 ARDL model and ECM

As indicated Asteriou and Hall (2011) and Ender§0@ ECM model is simply
parametrization of Autoregressive distributedragdel.
Consider the simplest ARDL model
Yu S0+ 0y HOY T PY G [18]
The short run effect/multiplier igyg  which measures the current changg,jrdue to current
change iry,, ony, that is%. The long run effect measures the cumulativecesfef one
2t

time change iny,, on y, or the effect of the permanent changeyjpnony, . Itis obtained

by summing the effects of change iry, on eacly,_ in subsequent periods, that is
%+%+...+%.This is equals tM.

0Yy Oy 0y 1-a,

Alternatively, we can derive long run multiplierimg the condition of the long run
equilibrium relationship.

At steady state/ equilibriuny, =y, ,=...=y, andy, =y, ,= ..=Y,. By using this
definition, ARDL model in Eq[18] can be reduced to

o - BB 19
Y 1-a, 1-a, Ya [19]

Thus the long run/equilibrium effect is again eqlaxad(f’—Jr(aI . This is equivalent tg3, in
-a.

1

the long run regression model specified in Eq[14].

By subtractingy,_, from both sides of Eq[18] we can get

@G _Yotho, |,
- 20
o ia yz} 8 [20]

Ay, =y Ay, —(1- 0/1){ Yi—

Which is the same ECM model as indicated aboverev{le- a,)is the speed of adjustment.

Thus, as long as|a;| <1 which implies (1&, » ( the ARDL model corrects the same

manner as ECM. Moreover, both can show short nehlang run effects can be obtained
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from ARDL. Thus both can be used where the equilib property is defined. But ECM

has superiority over ARDL in many aspects.

Firstly, assuming thahe variables are cointegarted, the ECM incorporates both short-r
and long-run effects. Secondly since all the teimthe model are stationary so standard
regression techniques are valid. The third advantdgcCM over ARDL is that it is closely

bound up with the concept of cointegration.

The simple ECM depicted above can be generalizedpture more complicated dynamic
processes. ECM can easily be extended for laggyber order as well as more variables

(more Xs).
p q
DYy =3y + ) O+ DY — AV = By )+, [21]
i=0 =1

These models assume that there is only one vefotorrdegration. But in reality there could
be many possible linear relationship between omgywvariables. This is particularly evident

when the number of variables are more than two.

It can also be extended to multivariate situationwhich case it is called Vector error.
Correction model (VECM). In this case we use matfife can start with bivariate case and
present the extension latter.
The Bivariate ECM is
DY, =Y, ~a(BY-1=BY - )tV
DYy =AYy ~8,(BY 1= BY 2 )tV

Pl 0 P S o Y

Ayt = Cnyzt - aﬂ Y TV, (24)

(22)

In matrix form

Thus

Wheren = ap"
This can be extended to more than two variableshwiill be discussed in the section this

follows.

26



3.6 Variables and Measurements

Based air transport demand model and empiricaletutle variables which are going to be

used in this study are identified. These are

Dependent variable(PK M)

The dependent variable is demand for air travelctvidan be the number passengers

transported per year or Passenger kilometer. $nstlidy passenger kilometer will be used.

I ndependent variables

Airfare: It is the price of using air transport. The effe€ airfare is hypothesized to be
negative. Annual airfare index compiled by StatstNorway will be used.
Income (GDP): Income is one of the determinants of demandthis study Real Gross

domestic product per capita is used a measurecofria.

Own price (Px): Another single important factor that is beliewedletermine demand of a
good or service is its own price. The study usesepgndex of air transport services as

measure of price.

Price of substitute (Py): Price of substitute assumed to affect demandipelsi. In this
case rail transport is taken as substitute torarsport. Price index of rail way transport is

used to as another explanatory variable.

3.7 Estimation Procedure

As indicated in Greene (2008) the testing procesiuliscussed above involve actually
estimating the cointegrating vectors. In the Eragld Granger framework, at a second step
after the cointegration test, we can use the rassdinom the static regression as an error
correction term in a dynamic, first-difference reggion.

As to the software, the estimation was made byguBhviews 10 , the most widely used

econometric software.
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4.0 Results and Discussion

This chapter deals with presentation of econongg&#timation results. The results will be
discussed and elaborated and in line with econdineiery and similar studies. Tables and
graphs will be used when necessary. The studgssdon annual data observed from 1979
to 2017 which means that the total number of olaems is 39. Though it's not too small
it is not large enough to use certain models liketer auto regressive (VAR) models.
Accordingly, other alternative approaches were yenisnstead. The more suitable model is
found to be Autoregressive distributed lag modeRDA). The results were obtained by
using EVIWS 10 econometrics software. We beginamalysis with some basic description

of the data with emphasis on the air travel demamible.

4.1 Descriptive Statistics

Domestic air transport in Norway has gone througinendous change over the last four
decades. As the report from Norwegian TranspooinBmics Institute shows the number
of passengers transported per year increased fommt 8 million passengers in 1979 to
about 10 million in 2017. If we look at the pasger kilometer which is more appropriate
measure of transport performance, it increased ftd82 million passenger kilometers in
1979 to 4293 million in 2017 which is more than dieu There is significant variation over
all these years however. It has increased thraugh@80’s up until 1988 and 1989 where
it decreases by about 3%. This is could be atiedh to the deadliest crash of Widerge
Flight 710 in Northern Norway that killed all 36gs®ngers and crew on board in May 1988.
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Figure 4.1. Trend of Passenger-kilometer 19797201
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It increased consistently throughout 1990’s. Thusld be largely because of liberalization
and deregulation of airline industry in Norway. héerlsignificant change in air transport
demand is observed in 2001 and 2014. As we all kinewear 2001 was the year when
there was a major terrorist attack on USA by cmuglairplanes to world trade center in New
York and other establishments in USA. Many studliage shown that 9/11 attack inflicted
reduction in air transport demand both at global aational level . This is explained due
to safety measures taken by authorities which asae time cost of travel and negative

perception toward developed due to risk of tert@itack.

In Norway, air transport demand has continually ahdrply reduced after 9/11 terrorist
attack. This has to do with taste/preference imated theory. Such act negatively
influences preference to ward air travel. Consunmtersls to find other alternatives.
The other cases where change in the trend waswaloseras in 2014. Figure 4.1 depicts
that the global financial crises seems to havegmicant impact on Norwegian domestic
air transport. However, the oil price collapse 0612 has contributing factor for slowdown
of the demand since 2014. The fact that altereatieans becoming more popular can also

be a factor.
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Though traditional descriptive summery statistigshsas arithmetic mean and variance are

less meaningful in time series data, it is googriesent and discuss them to some extent.

The summary statistics of the variables under itigason are given in the table 4.1 below.

The maximum passenger kilometer consumed/prodwscddibillion which was recorded

in 2013. The cost of air travel has also been grgwn average by 4.4%.

Table 4-1 Descriptive statistics

Statistics Passenger RGDP  (in | Air transport | Rail transport
kilometer mill Nok) Price index | price index
(in million) (2015=100) | (2015=100)

Mean 3753.282 1639537 71.7666 62.7589

Median 4029.000 1694376 74.5000 60.0000

Maximum 5918.000 2339952 114.1000 101.5000

Minimum 1475.000 921961.0 22.2000 16.4000

Std deviation 1420.781 455046.4 26.7705 25.0928

Av. Growth rate 3.36% 2.50% 4.26% 4.96%

Source: Own calculation
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4.2 Unit root tests

As itis mentioned in the previous chapter, th&t faind foremost step in almost all time series
econometric analysis is testing stationary or natienarity of the data. Non-stationarity
could arise from presence of unit root and/or trenithe data generating process. There are
a number of methods available such as AugmentelleRi€uller(ADF), Phillips-Perron
(PP) test, Kwiatkowski-Phillips-Schmidt-Shin(KPS8)test presence of the unit roots in a
given data series. In this study, however. we yappigmented Dikey-Fuller (ADF) test
which is commonly used in most of the empirical kgor

The ADF test is based the following general speaiion

Ay, =c+at+0y, , +bAy, , +bAY, +..+§ [25]

The null hypothesis is that there is a unit road&ta generating process. In other words, the
data is not stationary which is true wiieno .

There are three possible specifications of ADF neodased on the equation specified
above. These are

)] model without constantc() and without trend @t)

i) the model with constant but without time trend and

1)) he model with both constant and time trend.

The descriptive statistics of all the variablesvgfdhat that the data have deterministic
components which implies that model (i) is notval&. But estimation results from all the

three models are and presented for comparison perpo

The optimal lag length should be determined befarming the models. We apply the
general approach that are applied in selecting rangel (Verbeek, 2008). The most
commonly used ones are Akaike information crithilC) and Schwarz information criteria
(SIC). These metrics generally measures the amaiumiformation lost in using certain
model specification. Thus, the lower the valuéAtZ and/or SIC the better the model is.

Fortunately, EViews automatically select optima length for a given selection criteria.
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The results of ADF unit root tests of all the vates given in table 4.2 below.
Table4-2 ADF unit test in levels

Without constant an{ With constant With constant and
Variables | trend trend

T-statistic | P-value | T-statistic| P-value | T-statistic| P-value
LOGPKM | 4.5272 1.0000 |-2.3309 |0.1679 |-1.9608 |0.6028
LOGGDP |2.5238 0.9964 |-1.3076 |0.6158 |-1.2672 |0.8805
LOGPx 3.2752 0.9995 |-2.9133 |0.0534 |-2.0217 |0.5706
LOGPy 1.7641 0.9792 |-8.0857 |0.0000 |-2.5824 |0.2900
The 5% crtical values for each model is (-1.95R.943) (-3.536) respectively.

Ho : The variable has a unit root (is non-stationary)

The ADF stationarity test assumes that the variablder consideration is non-stationary.
In other words, the null hypothesis is that theialde is non-stationary. As mentioned
above model 1 (model without constant) is not ratewn this case. The ADF test statistics
from model 2 shows that GDP and PKM are not statipn When we come to price

variables, while they are stationary under modgbecifications there is evidence of non-
stationarity under model 3 (model with constamd &me trend) shows that the variables
are nonstationary. We fail to reject the null hy@sis even at 10%. Thus, we cannot

conclude that the variables are stationary.

Non-stationarity can be solved by differencing dadacordingly, the data were differenced
and investigated for the presence of unit root. rfEsalt is given in the table below. We can
reject the null hypothesis even at 1% level of iigant. It is found all variables are

stationary after first differencing. In other wotttie variables are integrated of order 1, 1(1).
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Table 4-3 ADF test for Differenced data

Without constant an{ With constant With constant and
Variables | trend trend

T- P-value | T-statistic| P-value | T-statistic| P-value

statistic

ALOGPKM | -3.0467 | 0.0033 |-4.2409 |0.0019 |-4.7919 | 0.0023
ALOGGDP | -1.9855 |0.0463 |-3.3307 |0.0205 |-3.5054 | 0.0536
ALOGPx -3.7718 | 0.0004 |-4.4278 |0.0012 |-4.7905 | 0.0024
ALOGPyY -4.1755 | 0.0001 |-4.4189 |0.0012 |-4.3924 |0.0068

4.3 Estimation results of ARDL model

As it can be seen above the variables are inteadterder 1. This means we cannot apply
classical regression techniques to investigatem@tants of demand. The variables must
be transformed otherwise the regression resultddMoe spurious. However, thanks the
works of Engle and others transformation is notessarily the case if the variables are
cointegrated. Thus, the natural step that follesv® test for cointegration. There are at
least three tools available to test cointegrafidmese are Engle-Granger, Johnsen procedure,
bound testing. The difference between the threeevfairly discussed in chapter three.
Engle granger is limited to two variables model l&lionsen procedure which depend on

VAR model requires large sample size data.

The relevant approach with small sample size dath as like this is Bound testing which
depends on ARDL model. In this approach, first thedel estimated based on ARDL
model. Accordingly, ARDL model is estimated usiBygiews. The dependent variable is
LOGPKM(logarithms of passenger kilometer) while thdependent variable or dynamic
regressor logarithms of Real GDP (LOGGDP), logaif transport service price
index(LOGPx), Logarithims of rail transport pricedex (LOGPy) . The 9/11 dummy was

also used as exogenous regressor.

The appropriate lag length is selected based ow&wehinformation criteria. Though the

data is annual data, the maximum lag length igdeur (2) to accommodate all the possible
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lag effects . The best model with lower AIC valadaund to be ARDL (1, 1, 0, 0). Thisis
automatically selected by Eviews.

The results of the estimated model is given Hevig

Table4-4 ADRL model estimation results

Dependent VariabldLOGPKM
Variable Coefficien Std. Erro  t-Statistic  Prob
LOGPKM2(-1) 0.61934. 0.10232¢ 6.05249; 0.000(
LOGGDP? 1.05977¢ 0.35487( 2.98638. 0.005¢
LOGGDP1(-1) -0.53212: 0.39523! -1.34634{ 0.188(

LOGFx -0.14867. 0.06486:. -2.29212" 0.028¢
LOGFy 0.22157( 0.05824. 3.80414. 0.000¢
D2001 -0.09078( 0.03167( -2.86593' 0.007¢
C -4.65229¢ 1.77745. -2.61739¢ 0.013¢
R-squared = 0.9948 Adj R-squared: 0.9939
F-statistic = 1005.97 Prob(F-statistic) = 0.0000Durbin-Watson stat = 1.9195

Source: own estimation

As prerequisite we can only proceed to testingoafitegration only if the model is free
from serial correlation and stability
Table4-5. ADRL model estimation results

Dependent VariabldLOGPKM
Variable Coefficien Std. Erro  t-Statistic  Prob
LOGPKM2(-1) 0.61934. 0.10232! 6.05249; 0.000(
LOGGDP? 1.05977¢ 0.35487( 2.98638:. 0.005¢
LOGGDP1-1) -0.53212. 0.39523. -1.34634¢{ 0.188(

LOGFx -0.14867. 0.06486:. -2.29212" 0.028¢
LOGFy 0.22157( 0.05824. 3.80414. 0.000¢
9/11 dumm' -0.09078( 0.03167( -2.86593' 0.007:
C -4.65229¢ 1.77745. -2.61739{ 0.013¢
R-squared = 0.9948 Adj R-squared: 0.9939
F-statistic = 1005.97 Prob(F-statistic) = 0.0000Durbin-Watson stat = 1.9195

Source: own estimation
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4.4 Model Checking and Diagnostic analysis

Testing for Serial Correlation

Before proceeding with the use of results from ARMbdel, estimation, it imperative to
check for serial correlation and stability. Sedairelation is a situation where the residuals
are correlated. If residuals are correlated thenesions are biased and inconsistent. There
are generally two approaches to test serial cdioela These are Durbin Watson (DW) test
and Breusch—Godfrey testlangrage Multiplier (LM) test. These and others arell
discussed in most standard econometrics text bidakd/erbeek (2008). DW tests has a
number of limitations. Among others it cannot Isedifor serial correlation of higher order
and when the lagged dependent is used as regre#isanplies that DW by default cannot
be used in ARDL models. Thus, LM test remainbaahe one which is relevant in this
approach. It is based the null hypothesis of mialseorrelation. The results is given in the
table below. As one can easily see from the tHide p-value of LM statistics that is the
probability of rejecting the true null is about%8This means we cannot reject the null.
Thus, there is no problem of serial correlatiothi@ model.

Table 4-6 Breusch-Godfrey test for Serial Correlation

Breuscl-Godfrey Serial Correlation LM Te

Null hypothesis: No serial correlation at up tad

F-statistic 0.03217¢ Prob. F(1,3C 0.858t¢
||Obs*R-square‘ 0.04071t Prob. Ch-Square(1 O.84OZH
Null hypothesis: No serial correlation

Test of stability of the parameters

Another fundamental assumption of classical regvasaodel is that the parameters remain
constant across sample. In other words, the medshble. The stability of the model is

also another prerequisite for the results to bedegble. According to (Heij, Boer, Franses,
Kloek, & Dijk, 2004) Stability refers to the situah where the parameters remain constant
over time. In some sense stability is relatedracsural change. There are many methods

available of testing stability. They are gener@lhew test and predictive failure tests. Chow
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test is the easiest and most commonly used apprBatim this particular test the CUSUM
(cumulative sum) and CUSUMSQ (Cumulative sum squatech is based on recursive
regression were used. The CUSUM test plots bajheseces of CUSUM and the critical
lines for conducting CUSUM test. The graphs bekhow plots of the CUSUM and
CUSMSQ tests. It indicates that both CUSUM and ®I3® are within 5% significance

interval. Therefore, we can conclude that the rhisdstable.

12

-12

T T T T T T T T T T T T T T
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—— CUSUM . 5% Significance
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4.5 Cointegration analysis: Bound testing approach

As it can be seen above the variables are intehadterder 1. This means we cannot apply
classical regression techniques to investigatentants of demand. The variables should
be transformed otherwise the regression resultddMoe spurious. However, thanks the
works of Engle and others transformation is notessarily the case if the variables are
cointegrated. Thus, the natural step that follesv® test for cointegration. There are at
least three tools available to test cointegrafldrese are Engle-Granger, Johnsen procedure,
bound testing. The difference between the threeevfairly discussed in chapter three.
Engle granger is limited to two variables model l&lionsen procedure which depend on

VAR model requires large sample size data.

The relevant approach with small sample size dath as like this is Bound testing which
depends on ARDL model. In this approach, first thedel estimated based on ARDL
model. Accordingly, ARDL model is estimated usiByiews. The dependent variable is
LOGPKM(logarithms of passenger kilometer) while ihdependent variable or dynamic
regressor logarithms of Real GDP (LOGGDP), logaif transport service price
index(LOGPx), Logarithms of rail transport pricelex (LOGPy) . The 9/11 dummy was

also used as exogenous regressor.

The appropriate lag length is selected based ow&wezhnformation criteria. By taking into

account this tradition, the maximum lag lengthes te two (2). It is customary to set lag
length to 1 in models that use annual data. Therbedel with lower SIC value is found to
be ARDL (1, 1, 0, 0). This was automatically sedecby Eviews.
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Bound testing approach is based on F-statisticsvaodritical values which are called 1(0)
and I(1) bound. If the F-statistics is greater th@@h bound, the variables are cointegarted.
On the hand if they are less than 1(0), they atecamtegrated. If it falls in between the two
it is said to be inconclusive. As it is shown Irettable below the F-statistics from the
regression in levels is above I(1) even at 1% l®fdignificance for sample size of 38.
Thus, we can conclude that the variables are apiated. It implies that they have long run
relationship.

Table 4-7 Bound tests and Critical values

Significance level
Sample size (n) 10% 5% 1%

1(0) 1(1) 1(0) 1(1) 1(0) 1(2)
1000 2.37 3.2 2.79 3.67 3.65 4.66
40 2592 | 3454 3.1 4.088 4.31 5.544
35 2.618 | 3.532| 3.164| 4.194 4.428 5.816

F-statistics = 6.0396 K= 3, actual sample si&8

4.6 Analysis of Long run Dynamics

As it is indicated above the variables have longequilibrium relationship. The direction
of the relationship is predetermined by the redearbased on existing economic theory and
common sense. PKM is treated as effect variadtek others as cause or explanatory

variables. Thus, the causality test is not comeié this study.

As it is indicated in table below, GDP and pricerafiway transport affects demand
positively while price of air transport affects damd negatively in the long run. all the
variables are found to be statistically significa@®DP is and price of rail way transport are
significant at 1% level of significance while prio&air transport is significant at 10%. The
responsiveness of demand to theses variables vlriesnore responsive to income than
prices. When income increases demand increase®ts/than proportionate. On the other
hand when prices changes demand changes by lespribizortionate. Specifically, a 1%
increase in GDP leads to a 1.3% increase in dem@asitbr prices when price of air transport

rises by 1%, demand decreases by 0.39%. On teelmtihd, when price of alternative mode
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of transport in this case Rail transport rises, aednfor air transport rises by 0.58%. It is
responsive but less. It implies that though we @amclude that Rail transport is substitute

for air transport it is not good substitute in tbase.

Table 4-8 Long run coefficients

Levels Equatio

Variable Coefficien Std. Erro t-Statistic Prob
LOGGDF 1.38616' 0.27372' 5.06408! 0.000(
LOGPx -0.39056! 0.22098! -1.76740: 0.087(
LOGPy 0.58206! 0.19283 3.01844! 0.005(
C -12.2216¢ 3.26596' -3.74213( 0.C007

EC = LOGPKM2 - (1.3862*LOGGDP1 -0.3906*LOGP1 +
0.5821*LOGP. -12.2217

4.7 Analysis of Short run dynamics

By running the condition regression, we can als@iobthe short run coefficient. As it is

evident from the table below, demand for air trams{s negatively affected by its own price
and positively affected by income and price ofghbstitute. It is found that all variables
are statistically significant at 1% level. Theukl indicates that as price of air transport
increases by 1%, demand decreases by 0.14%. Tdasgrair transport demand is price

inelastic.

When it comes to income, a 1% percent increasadanne leads to a 1.05% increase in
demand. This shows that demand for air transpagtastic with respect to income. But it
is not practically different from one. The low pesisiveness of air transport demand in
Norway shows that air transport is necessity. dme parts of the country it is the only
means of transport available. This is true for matgnds. The mountainous nature of the

country makes alternative mode of transport lesadive if not impossible.

The impact of price of substitute is positive bgnhgicant but the elasticity is less than unity.
This is again partly explained by the fact thatte@nsport has no substitute in Norway.
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The result is in line with economic theory and joe¢ researches. The demand theory

predicts that demand of for a good or service stpely related to income and negatively
related to its own price.

The other factor investigated in the model is exdEfactors. Among the external factors the
impact of 9/11 terror attack was investigateds ltaund that 9/11 terror attack has reduced

demand for air transport. The impact was significalt has shifted the intercept of the
demand equation down ward.

Table 4-9 Short run effects

Variable Coefficien Std. Erro t-Statistic Prob
D(LOGGDP1 1.05977¢ 0.35487( 2.98638: 0.005¢
D(LOGP)) -0.14867. 0.06486: -2.29212° 0.028¢
DLOGP?) 0.22157( 0.05824. 3.80414: 0.000¢
9/11 dumm'  -0.09078( 0.03167¢ -2.86593' 0.007:
C -4.65229¢ 1.77745. -2.61739¢ 0.013¢
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4.8 Speed of adjustment.

Table below shows the error correction model egstonavhere we can find cointegration
coefficient or speed of adjustment. The ARDL moclahtegration analysis helps us not
only to estimate the long run and short run efféciisalso to find the speed of adjustment.
This measures the short-run adjustments of theatlexs of the dependent variable (Y) from
their long- run equilibrium values. If it deviatd®m the values that corresponds to long
run equilibrium values, it will tend to move dowmaaor upward toward its equilibrium
value.

As it is discussed in methodology section, changkependent variables arises from change
in X and/or deviation from the equilibrium retatiship/equilibrium error. If the variables
are cointegarted the error is corrected, and thallas returns to its equilibrium level. This
requires that the error term is negative and dicamt. In this particular case, the error
correction term is negative as expected and sagmfi It shows that the speed of adjustment
is 38%. It indicates that it corrects 38% of tlevidtion the previous year deviation. In

other words, it takes about three years to fullyrred for the deviation.

Table 4-10 Error Correction model estimation

ECM Regression

Variable Coefficient Std. Error t-Statistic Prob.
D(LOGGDP) 1.059779 0.191331 5.538991 0.0000
D2001 -0.090780 0.016356 -5.550179 0.0000
CointEq(-1)* -0.380659 0.065192 -5.839057 0.0000
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5.0 Conclusive remarks

Demand for air transport and its determinants &geemat interest for business managers and
government policy makers and academic researciérime and airport operators develop
strategies based on demand though sometimes thé&y thange/endogenize the demand
itself. It is helps government to make policiesl @et priorities. Study of demand for air
transport is fascinating by self. It has its owiriisic value as any other knowledge.
Researches in the area particularly in the cadokay is limited and it as much dynamics
the industry. This is study is initiated with theima of filling this gap.

It investigates factors affecting domestic demaordafr transport in Norway. In this study
demand is measured by passenger kilometer. Thiteatd variables for which data are
available were identified. These are income as aredsy GDP, own price that is price of
air transport as measured by air transport seprice index and price alternative mode of
transport, Railway, as measured by price indexadftransport services. The data were

mainly obtained from Statistics Norway.

The econometric model selected for investigatioAutoregressive Distributed lag model.
It is dynamic time series model. All necessaryst@gere conducted and both long run and

short run effects were estimated.

The study found that all the variables under camsitions passenger kilometers, real GDP,
Air transport price index and rail transport pricdex are not stationary in levels. They are
found to be integrated of order 1. The boundngstvhich is based on ARDL shows that
there is cointegration among these variables. Té&ests long run equilibrium relationship.
The dependent variable adjusts to equilibrium levieén there is deviation. The speed of
adjustment is found to be 38%. It indicates thatoitrects 38% of the deviation of the

previous year. This implies that it takes about yi@ars to fully correct the deviation.
In the long run demand is positively affected by BSBnd price of rail transport and

negatively by its own price. This in in line Wwieconomic theory as well as many other

previous researches. The responsiveness of demamowever low. Demand for air
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transport is responsive to income but less resperisiprices. In other words, it is elastic to

income and inelastic to prices.

Similarly, GDP and price of substitute affects dach@ositively while own price affects
demand negatively. However, the magnitude of tiiecef is lower for all variables. It is
true that in short run demand is less responsieedhere is short time make adjustment.

transport demand both in short run and long run.

This study adds value to existing body of knowled&tudying from different perspective
and use of different approaches can further erthietknowledge in this area. Use of panel
data, intercity/inter-port demand studies, micreldsehavioral approach are some potential

areas of research in the future.
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7.0 Appendices

7.1. Timeplotsof Explanatory variables
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7.2. Regression output

ARDL Long Run Form and Bounds Test
Dependent Variable: D(LOGPKM2)
Selected Model: ARDL(1, 1, 0, 0)

Case 2: Restricted Constant and No Trend
Date: 05/24/19 Time: 10:22

Sample: 1979 2017

Included observations: 38

Conditional Error Correction Regression

Variable Coefficient Std. Error t-Statistic Prob.
C -4.652298 1.777451 -2.617398 0.0136
LOGPKM2(-1)* -0.380659 0.102328 -3.719986 0.0008
LOGGDP1(-1) 0.527657 0.174320 3.026950 0.0049
LOGP1** -0.148674 0.064863 -2.292127 0.0288
LOGP2** 0.221570 0.058244 3.804143 0.0006
D(LOGGDP1) 1.059779 0.354870 2.986383 0.0055
D2001 -0.090780 0.031676 -2.865939 0.0074

* p-value incompatible with t-Bounds distribution.
** Variable interpreted as Z = Z(-1) + D(2).

Levels Equation
Case 2: Restricted Constant and No Trend

Variable Coefficient Std. Error t-Statistic Prob.
LOGGDP1 1.386165 0.273725 5.064088 0.0000
LOGP1 -0.390569 0.220985 -1.767403 0.0870
LOGP2 0.582069 0.192837 3.018448 0.0050
C -12.22168 3.265969 -3.742130 0.0007

EC = LOGPKM2 - (1.3862*LOGGDP1 -0.3906*LOGP1 + 0.5821*LOGP2

-12.2217)
F-Bounds Test Null Hypothesis: No levels relationship
Test Statistic Value Signif. 1(0) 1(1)
Asymptotic:
n=1000
F-statistic 6.039613 10% 2.37 3.2
k 3 5% 2.79 3.67
2.5% 3.15 4.08
1% 3.65 4.66
Finite Sample:
Actual Sample Size 38 n=40
10% 2.592 3.454
5% 3.1 4.088
1% 4.31 5.544
Finite Sample:
n=35
10% 2.618 3.532
5% 3.164 4.194

1% 4.428 5.816




7.3. Error correction term

ARDL Error Correction Regression
Dependent Variable: D(LOGPKM2)
Selected Model: ARDL(1, 1, 0, 0)

Case 2: Restricted Constant and No Trend
Date: 05/24/19 Time: 11:00

Sample: 1979 2017

Included observations: 38

ECM Regression
Case 2: Restricted Constant and No Trend

Variable Coefficient Std. Error t-Statistic Prob.
D(LOGGDP1) 1.059779 0.191331 5.538991 0.0000
D2001 -0.090780 0.016356 -5.550179 0.0000
CointEq(-1)* -0.380659 0.065192 -5.839057 0.0000
R-squared 0.603255 Mean dependent var 0.035961
Adjusted R-squared 0.580584 S.D. dependent var 0.047002
S.E. of regression 0.030440 Akaike info criterion -4.070484
Sum squared resid 0.032430 Schwarz criterion -3.941201
Log likelihood 80.33920 Hannan-Quinn criter. -4.024486
Durbin-Watson stat 1.919514

* p-value incompatible with t-Bounds distribution.

F-Bounds Test Null Hypothesis: No levels relationship
Test Statistic Value Signif. 1(0) 1(1)
F-statistic 6.039613 10% 2.37 3.2
k 3 5% 2.79 3.67

2.5% 3.15 4.08

1% 3.65 4.66




